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Pencil drawing

“For the last twenty years I’ve been making drawings in graphite 0.9 mm lead 2B pencil, mostly large drawings. By using this basic technique, I try to maximize its effect to the fullest extent. Without using any model or sketch, I go about creating some kind of virtual image by using all the visual experiences that were instilled in me by classical art, cartoons, cinematography, videography and photography. I draw connections between the frame of a movie, distorted camera lenses and Flemish painting. While at the same time evoking the characteristics of old engravings, the small strokes of the pencil also refer to black and white photography or cinematography. The result is an image that seems almost real, but it is completely fictional, created by combining the logic of synthetic imagery with classical drawing. I develop my technique towards achieving an almost photorealistic expression, making my drawings as realistic as possible. This approach is intended to analyse and critically evaluate the role that images play in modern-day life and to point out to their ambiguous nature.”

(Author’s comment on his work)
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Abstract

Introduction: Nutrition assessment is one of the biggest challenges in family medicine practice because of the increasing number of older people with more comorbidities and chronic therapy. The MNA (Mini Nutritional Assessment) test has proven to be the most sensitive and exact tool for this type of research. The aim of this study was to assess whether there is a difference in the nutritional status of elderly people, over 65 years of age, with respect to sociodemographic characteristics, number and type of chronic diseases, and number of medications used in chronic therapy.

Materials and methods: Research subjects were 207 patients at the age of 65 treated at the Medical Centre Slavonski Brod during a period of 3 months. During the visit, the nutritional status was examined by using the MNA test. The information on chronic diseases and number of medications the patients were using has been collected from the Medicus computer program.

Results: According to the MNA test results, 62 subjects (30%) showed risk of malnutrition, average age of the subjects was 72 years and the median of MNA test results was 25.50. Also, multimorbidity is present in 64.73% of the subjects and 42% of them take more than three medications in chronic therapy. No statistically significant difference was found in the results of the MNA test regarding the number of chronic diseases (p =0.89) and number of medications (p = 0.87).

Conclusion: It is important to regularly monitor the nutritional status in order to prevent progression of chronic diseases and reduce additional cost of treatment.

(Bosnić Z, Miškić M, Veselski K, Vučić D, Trtica Majnarić Lj. Assessment of Nutritional Status of Elderly People in a Family Medicine Practice in Relation to MNA Test, Comorbidity and Chronic Therapy. SEEMEDJ 2019; 3(2): 1-10)
Introduction

According to the latest epidemiological data, there is a negative demographic trend in the Republic of Croatia that is evident by the increased number of older people (1,2). Demographic aging has affected the Republic of Croatia, with particular focus on people over 65 years of age who represent the fastest-growing population segment in the world (3,4). According to the 2011 population census data for the Republic of Croatia, 24.1% persons were older than 60 and 17.7% of persons were over 65 years of age. According to the World Health Organization (WHO), the Republic of Croatia is among the countries with a high percentage of population over 65 (3). According to data of the Croatian Institute for Public Health (HZJZ), life expectancy for elderly people has increased from 71.0 years in total (66.1 for men, 76.2 years for women) in the year 1991, to 77.9 years in total (74.7 for men, 81.0 for women) in the year 2014 (4). With the increase of the percentage of older population, there is also a significant increase in the number of medical examinations, consumption of medicinal products and the number of hospitalizations, which requires better socioeconomic awareness and new strategies in treatment of patients.

Aging weakens the integrative functions of the endocrinological and immune systems. It also causes the accumulation of free radicals, which, in turn, leads to morphological and functional changes in the body and shortens the cellular life span. Morphological changes are observable in all organs. These changes are characterized by reduction in cell volume, atrophy and progressive loss of cells (5, 6, 7). Also, changes in the cardiovascular system imply lower heart rate, decrease in catecholamine sensitivity and in myofibril contractility (6, 7). There are also changes in the respiratory function, which are characterized by an increased residual volume, decreased parenchyma elasticity and higher risk of developing atelectasis.

Chronic disease is defined by WHO as a long-lasting and slow-progressing condition. Today it is the most common and most expensive health care problem. There are numerous factors which contribute to its development. These are, in addition to the medical ones, socioeconomic factors and political, cultural and environmental aspects (8). Therefore, comorbidity represents one of the greatest challenges in 21st century medicine, because it describes the simultaneous occurrence of two or more diseases. This presents a challenge in both scientific research and daily clinical practice and treatment of patients. Sometimes treatment for one disease leads to the appearance or exacerbation of another disease, including potentially a fatal outcome and premature death. Furthermore, the presence of more diseases and conditions concurrently is directly related to higher mortality, deficient functioning, lower quality of life and more frequent hospitalizations.

Malnutrition can be defined as a nutrient imbalance in which the intake of energy and other nutritional factors is lower than their consumption. This leads to the development of chronic diseases. Malnourished patients are reported to be prone to infections, which lead to prolonged hospitalizations and increased costs of healthcare (10, 11). Also, numerous diseases of different organ systems can lead to malnutrition. This means that malnutrition is caused by changes in intake, digestion or absorption of food but also by changes in the metabolism and excretion and/or metabolic requirements for energy, protein and other nutrients (12). In addition, malnutrition can also be a result of low socioeconomic level, inadequate nutritional support as well as the nature of the disease itself (loss of appetite in various acute and chronic diseases).

Older age is associated with the presence of chronic diseases. This, due to various pathophysiological mechanisms, such as an increased degree of chronic inflammation and oxidative stress, leads to muscular wasting, but also to other changes related to malnutrition (e.g. loss of some micronutrients). Multimorbidity, malnutrition and muscular wasting (sarcopenia) increase the risk of negative health outcomes, such as
hospitalizations, dependence on others to perform daily activities and premature death (13). Important indicators of nutritional status are biochemical methods based on blood and urine tests, where serum protein levels are an especially important factor. Albumin is the most prominent in the serum proteins and also the most cited biochemical parameter mentioned in literature as an indicator of malnutrition (14, 15).

Questionnaires for nutrition status testing are the most useful tools because they are more comprehensive than other measures (based on multiple measured parameters) used in the assessment. Furthermore, the literature describes many different questionnaires that have been used so far in clinical practice. The MNA-SF (Mini Nutritional Assessment - Short Form) test is a widely used screening tool designed to examine the nutritional status of the elderly, whether they are hospitalized, housed in nursing homes or living independently in a community. This test is used by healthcare professionals and it is based on recording the BMI, food intake, weight loss in the last three months, mobility and the presence of psychological stress and neuropsychological problems in the last three months. Screening of the elderly for malnutrition is easier to carry out in general/family medicine practice because it is easier retrieve general population data there. For this purpose, simple but comprehensive and accurate screening tools are required. The MNA test has proven to be one of the most appropriate tools (16, 17).

The aim of this study was to assess whether there is a difference in the nutritional status of the elderly, at the age of 65 or over, with respect to sociodemographic status, number and type of chronic diseases, number of medications in chronic therapy and the achievement on the MNA test.

Patients and methods

The study was conducted on 207 patients (N=207), aged 65 and over, who were treated at the family medicine practice in the Health Centre of Slavonski Brod (Dom zdravlja Slavonski Brod). This was done during a period of three months (from January to March 2019). Research subjects were treated for various reasons, except those listed as exclusion criteria (patients suffering from acute illnesses and sudden health problems, patients with malignancies, patients with limb amputations, patients examined during home visits, patients on chronic haemodialysis program). When it comes to gender, 90 of the research subjects were men (N=90, 43.47%) and 117 were women (N= 117, 56.52%).

A Medicus computer program was used to obtain information on chronic diseases and the number of medications in chronic therapy. During the patients' ambulatory visit, a nutritional assessment was performed using the MNA test. The longer version of this test was used. It consisted of 18 questions, which examined patients' eating habits, type of food they consume, the number of medications in chronic therapy and patients' personal opinion about their own health condition. The maximum number of points that could be scored in the MNA test was 30. The score ranging from 24 to 30 points indicates a good degree of nutrition, 17 to 23.5 indicates a risk of malnutrition and less than 17 points indicates malnutrition (16, 17).

Clinical characteristics of patients are presented descriptively (categorical variables as absolute and relative frequency, and numerical variables as mean and standard deviation and as interquartile range and median). The chi-square test was used to examine the difference between categorical variables. Fisher's exact test was also used. All p-values are two-sided. The significance level will be set to alpha = 0.05. The IBM SPSS 23 software package (IBM Corp. (2015) IBM SPSS Statistics for Windows, Version 23.0. Armonk, New York: IBM Corporation) was used for statistical analysis.
Results

According to the MNA test results, 62 patients (30%) showed malnutrition risk and only 2 patients (0.9%) had malnutrition. Personal history of 134 subjects (64.73%) showed they suffered from more than three chronic diseases and 87 subjects (42%) took more than three medications (Table 1).

Table 1. Descriptive data of nutritional status (number and relative frequency) of the categorical variables used in the study

<table>
<thead>
<tr>
<th>Variable</th>
<th>N</th>
<th>Relative frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>male</td>
<td>90</td>
<td>43.47%</td>
</tr>
<tr>
<td>female</td>
<td>117</td>
<td>56.52%</td>
</tr>
<tr>
<td>Nutritional status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>well-nourished</td>
<td>143</td>
<td>69.1%</td>
</tr>
<tr>
<td>risk of malnutrition</td>
<td>62</td>
<td>30%</td>
</tr>
<tr>
<td>malnutrition</td>
<td>2</td>
<td>0.9%</td>
</tr>
<tr>
<td>stage 4</td>
<td>2</td>
<td>1%</td>
</tr>
<tr>
<td>Number of chronic diseases</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; 3</td>
<td>73</td>
<td>35.26%</td>
</tr>
<tr>
<td>≥ 3</td>
<td>134</td>
<td>64.73%</td>
</tr>
<tr>
<td>Number of drugs in chronic therapy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; 3</td>
<td>120</td>
<td>58%</td>
</tr>
<tr>
<td>≥ 3</td>
<td>87</td>
<td>42%</td>
</tr>
</tbody>
</table>

The average age of the research subjects was 72 years (interquartile range 69 to 76 years) and the median MNA test result was 25.50 (interquartile range 23 to 27). Overall, both genders had three or more chronic illnesses present. Hypertension was most prevalent as a chronic disease in both genders. Musculoskeletal disorders were more common in women, especially osteoporosis. Diabetes and COPD were equally present in both genders (Table 2).

Table 2. Descriptive data (absolute and relative frequencies) on the type and number of chronic diseases depending on gender

<table>
<thead>
<tr>
<th>Chronic disease</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Relative frequency</td>
<td>N</td>
</tr>
<tr>
<td>&gt; 3 chronic diseases</td>
<td>57</td>
<td>63.33%</td>
</tr>
<tr>
<td>&lt; 3 chronic diseases</td>
<td>33</td>
<td>36.7%</td>
</tr>
<tr>
<td>Diabetes</td>
<td>17</td>
<td>18.9%</td>
</tr>
<tr>
<td>Hypertension</td>
<td>79</td>
<td>87.8%</td>
</tr>
<tr>
<td>Gastrointestinal diseases</td>
<td>27</td>
<td>30%</td>
</tr>
<tr>
<td>COPD</td>
<td>7</td>
<td>7.8%</td>
</tr>
<tr>
<td>Musculoskeletal disorders</td>
<td>34</td>
<td>37.8%</td>
</tr>
<tr>
<td>Osteoporosis</td>
<td>1</td>
<td>11%</td>
</tr>
<tr>
<td>Arthritis</td>
<td>11</td>
<td>12.2%</td>
</tr>
</tbody>
</table>
The analysis of nutrition with respect to gender, showed a lack of significant difference in the frequency of nutrition status, \( Z(1) = 2.04, p = 0.15 \). The result would be somewhat different if the achievement in the MNA test was measured by the average number of points, rather than the categories of malnutrition. Accordingly, the results in the Student’s t-test show a significant difference between the genders (\( t(205) = 2.40, p = 0.02 \)), with men having a higher score (\( M = 25.41, SD = 2.77 \)) than women (\( M = 24.38, SD = 3.24 \)). These results are shown in Figure 1.

**Figure 1.** Arithmetic mean of MNA scores and associated confidence intervals (95%) in relation to gender

![Graph showing MNA scores and confidence intervals for male and female genders](image)

There was no difference in nutrition when taking into consideration the number of chronic diseases (<3, \( \geq 3 \)), \( Z(1) = 0.02, p = 0.89 \). Moreover, most of the men who are suffering from three or more diseases, showed good nutritional status. On the other hand, further difference in nutritional status was examined regarding the presence of a single chronic disease (hypertension, musculoskeletal diseases, COPD, osteoporosis, arthritis). No significant statistical difference was observed in the distribution of frequencies of a specific chronic disease between well-nourished patients and patients at risk of malnutrition.

When it comes to examining the nutritional status of older women, regarding the number of chronic diseases, it should also be mentioned that most women suffering from three or more diseases showed good nutritional status. The nutritional status with respect to the presence of an individual disease did not show a significant statistical difference in the nutritional status between well-nourished elderly women and women at risk of malnutrition.

Apart from gender, differences in nutritional status were examined considering the age factor. Subjects were divided into four categories according to their age: 65 to 69, 70 to 72, 73 to 76 and 77 to 91 years of age. The first age group (65-69 years) was the one with the highest percentage of three or more chronic diseases (Table 3).
Table 3. Distribution of respondents by age categories and nutritional status

<table>
<thead>
<tr>
<th>Number of chronic diseases (65–69)</th>
<th>&lt; 3</th>
<th>≥ 3</th>
<th>Total</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Well-nourished</td>
<td>22 (33.3)</td>
<td>6 (9.1)</td>
<td>28</td>
<td>0.56*</td>
</tr>
<tr>
<td>Insufficient nutrition</td>
<td>6 (9.1)</td>
<td>32 (48.5)</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>54</td>
<td>12</td>
<td>66</td>
<td></td>
</tr>
<tr>
<td>Number of chronic diseases (70–72)</td>
<td>&lt; 3</td>
<td>≥ 3</td>
<td>Total</td>
<td>&gt;0.99†</td>
</tr>
<tr>
<td>Well-nourished</td>
<td>14 (31.8)</td>
<td>3 (6.8)</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>Insufficient nutrition</td>
<td>3 (6.8)</td>
<td>22 (50)</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>36</td>
<td>8</td>
<td>44</td>
<td></td>
</tr>
<tr>
<td>Number of chronic diseases (73–76)</td>
<td>&lt; 3</td>
<td>≥ 3</td>
<td>Total</td>
<td>0.73†</td>
</tr>
<tr>
<td>Well-nourished</td>
<td>8 (16.7)</td>
<td>5 (10.4)</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>Insufficient nutrition</td>
<td>5 (10.4)</td>
<td>22 (50)</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>36</td>
<td>8</td>
<td>44</td>
<td></td>
</tr>
<tr>
<td>Number of chronic diseases (77–91)</td>
<td>&lt; 3</td>
<td>≥ 3</td>
<td>Total</td>
<td>0.79*</td>
</tr>
<tr>
<td>Well-nourished</td>
<td>6 (12.2)</td>
<td>9 (18.4)</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Insufficient nutrition</td>
<td>9 (18.4)</td>
<td>15 (30.6)</td>
<td>34</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>32</td>
<td>16</td>
<td>48</td>
<td></td>
</tr>
</tbody>
</table>

-examining the difference in nutritional status with regard to the number of medications a subject was taking, the chi-square had no significant use, 2 (1) = 0.02, p = 0.87. To check the potential direction of the difference, Student’s t-test was again performed on the MNA resuty. nutritional assessment, comorbidity, polypharmacy lts. showing no significant difference (t (205) = 0.59, p = 0.55). However, upon examining the degree of malnutrition considering patients’ age and score on the MNA test, it was observed that well-nourished patients were younger (M = 72.02, SD = 5.38) than malnourished patients (M = 75.64, SD = 6.12)

Discussion

One of the biggest challenges for a family medicine doctor is to recognize and prevent malnutrition due to negative demographic situations and a large number of elderly people. Also, there are other factors that make this work and the objectivity of clinical judgment more difficult. These include a large number of outpatient examinations, lack of medical staff and working as a substitute in different outpatient clinics.

The results obtained in our research showed that elderly people are often diagnosed with two or more chronic diseases. However, the results also show that there is no significant correlation between the number of chronic diseases and nutritional status. It should be emphasized that elderly men and elderly women show signs of multimorbidity equally (Table 1).

One of the biggest challenges was to choose a proper screening tool for malnutrition (18, 19). Reasons for that are multimorbidity and a relatively high number of medications used in
chronic therapy, which are associated with higher mortality and a lower quality of life.

Previous research has shown that taking six different medications increases the risk of adverse effects up to 80%. Also, taking eight medications increases the risk of medication interactions up to 100% (19, 20). In our research, 87 participants (42%) took more than three medications (Table 1). Based on the given results, in order to prevent adverse effects, it is highly important to be aware of the number and type of medications used in chronic therapy. This study did not show any statistical difference between the number of medications and the nutritional status of elderly people.

In our research, only 62 (30%) participants out of 207 were at risk of malnutrition. These results confirm a good nutritional status of elderly people (Table 1). According to the results they achieved in the MNA test, research subjects were further examined based on differences in gender and age with regard to their nutritional status. It has been observed that men achieve a slightly higher score on the MNA test than women, which means that women are more at risk of malnutrition. These results are shown in Figure 1. On the other hand, it should be noted that the data obtained by the MNA result indicate a good degree of nutritional status in both cases (16, 17).

Results of this study do not differ significantly from the results found in the research by Kalan U. et al., who studied the connection between the MNA test, nutritional status and the potential factors that lead to malnutrition. Comparing our results to the results of the study conducted by Tavassoli et al., 30% of the results of participants at risk of malnutrition in our research are slightly lower than those for malnutrition according to the MNA test (21). In relation to age, we separated our participants into four groups. Patients at the age of 77 to 91, who make up 19.. 4% of our research subjects, showed risk for malnutrition. The adverse impact of multimorbidity on nutritional status is more manifested in older age groups (> 77 years), and the number of chronic disease (presence of 3 and > chronic diseases) is also increased (Table 3).

Overall, hypertension was the most prevalent chronic disease in both genders (Table 2). When it comes to good nutritional status of elderly people, it is expected that the majority of them suffer from a cardiovascular disease. This can be explained by the generally high prevalence of hypertension in elderly people, where three out of four people suffer from hypertension (19). Despite the presence of hypertension in both genders, there was no significant difference in nutritional status between research subjects, when hypertension and number of chronic diseases are taken into consideration.

Similar results were obtained by Ivana Platužic in her research, as a part of her graduate work at the Faculty of Food Technology in Osijek (22). When compared to other chronic diseases, musculoskeletal disorders are more common in women (Table 2). Osteoporosis and arthritis were the disorders that were most presented in our research. These kinds of diseases are associated with degenerative changes and carry the risk of falls. Furthermore, it is important to be aware of the development of the physical disability syndrome, also known as the frailty syndrome. It is a common clinical syndrome in older adults that carries an increased risk for poor health outcomes that include disability, hospitalization and mortality. That is why this syndrome is of great interest to scientific circles.

Despite the greater distribution of osteoporosis in older women, there was no significant connection between nutritional status, presence of musculoskeletal diseases and the number of chronic diseases. However, the presence of musculoskeletal disorders and multimorbidity (> 3 chronic diseases) may have an effect on malnutrition only in the third and fourth age group (>73 and >77 years, respectively).

Furthermore, in future research, more attention should be paid to the diagnosis of painful back. This is important because more and more people perform sedentary work, which, over time, leads to the development of painful back. Moreover, it is important to make a stratification of diagnosis of painful back by the severity of the
symptoms and the clinical manifestation in order to evaluate degenerative changes.

In our research, occurrence of diabetes mellitus is very similar in both genders (Table 2). Moreover, there was no significant difference in nutritional status between men and women if we take into consideration the presence of diabetes and the number of chronic diseases.

Ursulin-Trstenjak et al. studied the relationship between obesity, hypertension and diabetes mellitus in elderly people. They have tried to prove a direct link between obesity and chronic diseases (23). In previous studies, malnutrition was evident in situations where chronic respiratory diseases were present (24). According to the small number of participants who suffered from chronic respiratory diseases, the data obtained showed a similar distribution of disease in both genders, and there was no significant statistical difference between nutritional statuses. In future research, for a better understanding of the connection between chronic respiratory diseases and nutritional status, it is important to have more research subjects involved.

Even though the previous studies have proven there is a connection between malnutrition and chronic gastrointestinal diseases, the results of this study showed no significant difference in the nutritional status of elderly men and women. While we did not isolate gastrointestinal diseases as specific factors, in future research for better understanding of nutritional status, it will be useful to isolate participants who suffer from inflammatory bowel disease and multimorbidity.

The aim of this study was also to find a connection between age and nutritional status. Obtained data found a significant difference in the degree of nutrition with respect to age. It was observed that patients with normal nutrition were younger than those with poor nutritional status.

Even though there are many available screening tools for conducting research, the MNA test is still the most efficient one, because of its simplicity. According to the results of this cross-sectional study, as well as the results of previous studies, we can state that MNA is the optimal, accessible ambulatory tool for conducting research in family medicine practice.

This research has some limitations as it was conducted only in the Health Centre in Slavonski Brod. For more accurate data, it would be best to extend this research to other Health Centres in other counties and compare the results. One of the biggest problems that will affect family medicine practice in the next 40 years is an increased number of people over 60 years of age. It is expected that the number of elderly people will increase by 50%. Therefore, in future research, more attention should be focused on a comprehensive approach to nutrition monitoring in elderly people. To conclude, it is important to educate elderly people and raise their awareness of their own nutritional status in order to prevent malnutrition and improve their quality of life.
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Abstract

**Introduction:** Parkinson’s disease (PD) is the second most common neurodegenerative disorder characterized with alpha-synuclein pathology. For the majority of patients, except for some genetic forms, etiology is still unknown. There are some implications that food intake and gut microbiota could contribute to PD.

**Aim:** The aim of this paper is to analyze the influence of protein, fruit and vegetable intake on the clinical presentation of idiopathic Parkinson disease

**Patients and methods:** Patients with idiopathic PD were surveyed for demographic data and nutritional habits in regards to protein, fruit and vegetable intake. Motor symptoms were evaluated using the Unified Parkinson Disease Rating Scale (UPDRS) part III and IV, cognitive impairment using Mini Mental State Examination (MMSE) and depression using Beck Depression Inventory (BDI).

**Results:** We have analyzed data of 96 patients. Patients using fewer dairy products have more often tremor type of PD (p<0.040). We did not find any differences in severity of motor symptoms, disease stage, age when disease start, frequency of motor complications and fluctuation of therapy, depression and cognitive impairment according to protein, fruit and vegetable ingestion.

**Conclusion:** Higher intake of dairy products could influence the appearance of less favorable forms of Parkinson’s disease (rigor type). Protein, fruit and vegetable intake do not influence the disease appearance, severity of motor symptoms, motor fluctuation and complication of therapy, disease stage, the appearance of cognitive impairiment nor depression in Parkinson’s disease patients.

(Tomic S, Pekic V, Popijac Z, Pucic T, Petek Vinkovic M, Popovic Z, Resan B, Gilman Kuric T. Do Nutrition Habits Influence the Clinical Presentation of Parkinson’s Disease?. SEEMEDJ 2019; 3(2); 11-21)
Introduction

Parkinson’s disease (PD) is the second most common neurodegenerative disorder characterised by alpha-synuclein pathology [1]. For the majority of patients, the etiology of the disease is still unknown. Some recent studies in PD patients are addressing food and its influence on gut microbiota [2]. It is known that PD patients have altered gut microbiota with abundance in proinflammatory and reduction in anti-inflammatory microbes [3]. Those changes can promote alpha-synuclein pathology in the enteric nervous system, which could spread in a prion-like manner to the brain [4]. Many studies have been done in order to explore the influence of various types of nutrition on the risk of Parkinson’s disease. There have been papers reporting an increased risk associated with diets rich in animal fat [5,6], dairy foods [7,8], raw meat [9], and carbohydrates [10], while some other studies have not found a strong correlation between nutrition and the risk of PD [2, 11-13]. It has been shown that some nutrients could decrease the risk of developing PD in many ways. Monounsaturated (MUFAs) and polyunsaturated fatty acids (PUFAs) are known to have anti-inflammatory effects and they can reduce oxidative stress and inhibit apoptosis [14,15]. Vitamin A, B6, B9, B12, D and E have been proven to have protective effects and decrease the risk of PD [16-20]. Early post-treatment (after 6-hydroxydopamine toxicity) with retinoic acid in the animal model is able to provide protection from neurodegeneration in nigrostriatal dopaminergic neurons [16]. Decreased levels of vitamins B6, B9 and B12 lead to elevated levels of homocysteine. Hyperhomocysteinemia damages the DNA, depletes energy reserves and subsequently induces neuron apoptosis [21]. Calcitriol (vitamin D) reduces neuronal toxicity, while vitamin E has the ability to reduce MPTP-induced (1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine) toxicity in dopaminergic neurons [22,23]. Using food with anthocyanin- and proanthocyanidin-rich substances improves the mitochondrial function and reduces the level of neurodegeneration [24].

This paper aims to analyse the influence of protein, fruit and vegetable intake on the clinical presentation of idiopathic Parkinson’s disease observed through several parameters: the age when the disease was diagnosed, severity of motor symptoms, type of Parkinson’s disease, appearance of motor fluctuations and complication of therapy, depression and cognitive impairment.

Patients and Methods

The study was conducted on patients with idiopathic Parkinson’s disease diagnosed during a regular check-up at the outpatient clinic at Osijek Clinical Hospital Centre. Their consent of participation in this study was obtained and the study was approved by the local Ethics Committee. The patients were surveyed for age, sex, disease duration, the age when the disease was diagnosed and nutrition habits pertaining to protein, fruit and vegetable intake for 3 months prior to the examination (part of the Mini Nutritional Assessment, source Nestlé Nutrition Institute). Motor symptoms were evaluated using the Unified Parkinson Disease Rating Scale (UPDRS) Part III (range from 0 to 103 points) and IV (range from 0 to 23 points), cognitive impairment symptoms were evaluated using the Mini Mental State Examination (MMSE; range from 0 to 30 points) and depression was evaluated using the Beck Depression Inventory (BDI; range from 0 to 63 points). According to the UPDRS Part III, patients were divided into 2 groups – rigor-dominant and tremor-dominant. Categorical data were presented as absolute frequencies and percentages, while the differences between nominal variables were tested using the Fisher’s exact test. Numerical data were tested with the Shapiro-Wilk test for normality of data distribution. Afterwards, numerical data were presented as absolute frequencies and percentages, while the differences between nominal variables were tested by the Fisher’s exact test. Numerical data were tested with the Shapiro-Wilk test for normality of data distribution. Afterwards, numerical data were presented with the mean and standard deviation in the case of normal, and with the median and interquartile range in the case of abnormal distribution. The comparison between nominal and numerical variables with normal distribution was tested using the One-way ANOVA or Student’s t-test.
while for numerical variables with abnormal distribution, the Mann-Whitney and Kruskal-Wallis tests were used. Statistical significance was defined as $\alpha = 0.05$, while the statistical analysis was conducted with STATISTICA 13 (StatSoft Inc., Tulsa, Oklahoma, USA).

### Results

A total of 96 patients were analysed, of whom 57 (59.4%) males and 39 (49.6%) females, with the mean age of 70.22±8.598. Regarding the type of Parkinson's disease, 50 (52.1%) patients had the tremor-dominant type, while 46 (47.9%) patients had the rigor-dominant type. Table 1 shows the data about disease duration, disease stage, the age of onset, UPDRS III, MMSE and BDI score.

#### Table 1. Demographic data, UPDRS III, MMSE, BDS data

<table>
<thead>
<tr>
<th></th>
<th>mean/median</th>
<th>std. dev./25th-75th</th>
<th>min/max</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td>70.22</td>
<td>±8.598</td>
<td>48/80</td>
</tr>
<tr>
<td><strong>Disease duration</strong></td>
<td>4.00</td>
<td>(2.00-10.00)</td>
<td>1/16</td>
</tr>
<tr>
<td><strong>Age when disease started</strong></td>
<td>64.64</td>
<td>±9.730</td>
<td>36/81</td>
</tr>
<tr>
<td><strong>Updrs iii</strong></td>
<td>16.50</td>
<td>(10.25-23.75)</td>
<td>3/83</td>
</tr>
<tr>
<td><strong>Mmse</strong></td>
<td>26.00</td>
<td>(23.00-28.00)</td>
<td>15/30</td>
</tr>
<tr>
<td><strong>Bds</strong></td>
<td>13.60</td>
<td>±8.992</td>
<td>0/44</td>
</tr>
</tbody>
</table>

UPDRS III – Unified Parkinson’s Disease Rating Scale part III; MMSE – Mini Mental State Examination; BDS – Beck

Table 2 presents the frequency of nutrition intake. The majority of the patients eat meat every day (40.6%) or every other day (37.5%). More than two-thirds (71.9%) of the patients consume dairy products every day, while 68.8% of them consume two or more legumes and eggs per week. Half of them eat meat, fish and poultry every day and more than 2 pieces of fruit and vegetable per day (Table 2).
Table 2. Frequency of protein, fruit and vegetable intake

<table>
<thead>
<tr>
<th>Food</th>
<th>N</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Protein intake</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>once per week</td>
<td>4</td>
<td>4.2</td>
</tr>
<tr>
<td>twice per week</td>
<td>17</td>
<td>17.7</td>
</tr>
<tr>
<td>every other day</td>
<td>36</td>
<td>37.5</td>
</tr>
<tr>
<td>everyday</td>
<td>39</td>
<td>40.6</td>
</tr>
<tr>
<td><strong>Dairy products one per day</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>yes</td>
<td>69</td>
<td>71.9</td>
</tr>
<tr>
<td>no</td>
<td>27</td>
<td>28.1</td>
</tr>
<tr>
<td><strong>Legumes or eggs two or more per week</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>yes</td>
<td>66</td>
<td>68.8</td>
</tr>
<tr>
<td>no</td>
<td>30</td>
<td>31.2</td>
</tr>
<tr>
<td><strong>Meet, fish, poultry every day</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>yes</td>
<td>46</td>
<td>47.9</td>
</tr>
<tr>
<td>no</td>
<td>50</td>
<td>52.1</td>
</tr>
<tr>
<td><strong>Fruit or vegetable ≥2 per day</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>no</td>
<td>43</td>
<td>44.8</td>
</tr>
<tr>
<td>yes</td>
<td>53</td>
<td>55.2</td>
</tr>
</tbody>
</table>

The UPDRS III and IV results were compared with the nutrition habits of PD patients, but no significant difference was found. The comparison is shown in Table 3.

Table 3. Difference in UPDRS part III and motor complications and fluctuations of therapy according to protein, fruit and vegetable intake

<table>
<thead>
<tr>
<th>UPDRS III</th>
<th>&quot;OFF&quot;</th>
<th>DYSKINESIA</th>
</tr>
</thead>
<tbody>
<tr>
<td>median</td>
<td>p</td>
<td>yes/no (N)</td>
</tr>
<tr>
<td>Protein intake</td>
<td></td>
<td></td>
</tr>
<tr>
<td>once per week</td>
<td>19.50</td>
<td>1/3</td>
</tr>
<tr>
<td>twice per week</td>
<td>22.00</td>
<td>10/7</td>
</tr>
<tr>
<td>every other day</td>
<td>17.00</td>
<td>15/21</td>
</tr>
<tr>
<td>everyday</td>
<td>15.00</td>
<td>0.580</td>
</tr>
<tr>
<td>Dairy products one per day</td>
<td></td>
<td></td>
</tr>
<tr>
<td>yes</td>
<td>17.00</td>
<td>30/39</td>
</tr>
<tr>
<td>no</td>
<td>16.00</td>
<td>0.925</td>
</tr>
<tr>
<td>Legumes or eggs two or more per week</td>
<td></td>
<td></td>
</tr>
<tr>
<td>yes</td>
<td>17.00</td>
<td>29/37</td>
</tr>
<tr>
<td>no</td>
<td>14.50</td>
<td>0.351</td>
</tr>
<tr>
<td>Meet, fish, poultry every day</td>
<td></td>
<td></td>
</tr>
<tr>
<td>yes</td>
<td>15.00</td>
<td>20/26</td>
</tr>
<tr>
<td>no</td>
<td>18.50</td>
<td>0.334</td>
</tr>
<tr>
<td>Fruit or vegetable ≥2 per day</td>
<td></td>
<td></td>
</tr>
<tr>
<td>no</td>
<td>17.00</td>
<td>19/25</td>
</tr>
<tr>
<td>yes</td>
<td>16.00</td>
<td>0.487</td>
</tr>
</tbody>
</table>
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Differences in the age of disease diagnosis, MMSE and BDI score regarding the patients’ nutrition habits were also observed, but there were no statistically significant differences, as shown in Table 4.

Table 4. Difference in age when disease start, type of Parkinson’s disease (tremor vrs rigor), MMSE and BDI according to protein, fruit and vegetable intake

<table>
<thead>
<tr>
<th>Age when disease started</th>
<th>Type of PD</th>
<th>MMSE</th>
<th>BDI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>p</td>
<td>median</td>
</tr>
<tr>
<td>Protein intake</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>once per week</td>
<td>68.00</td>
<td>0.126</td>
<td>18/21</td>
</tr>
<tr>
<td>twice per week</td>
<td>68.71</td>
<td>2/2</td>
<td>25.50</td>
</tr>
<tr>
<td>every other day</td>
<td>64.86</td>
<td>8/9</td>
<td>24.00</td>
</tr>
<tr>
<td>everyday</td>
<td>62.31</td>
<td>22/14</td>
<td>26.00</td>
</tr>
<tr>
<td>Dairy products one per day</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>yes</td>
<td>65.29</td>
<td>31/38</td>
<td>26.00</td>
</tr>
<tr>
<td>no</td>
<td>62.96</td>
<td>0.295</td>
<td>25.00</td>
</tr>
<tr>
<td>Legumes or eggs two or more per week</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>yes</td>
<td>65.27</td>
<td>0.344</td>
<td>25.00</td>
</tr>
<tr>
<td>no</td>
<td>63.23</td>
<td>35/31</td>
<td>27.00</td>
</tr>
<tr>
<td>Meet, fish, poultry every day</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>yes</td>
<td>65.00</td>
<td>0.704</td>
<td>28/22</td>
</tr>
<tr>
<td>no</td>
<td>62.24</td>
<td>22/24</td>
<td>26.00</td>
</tr>
<tr>
<td>Fruit or vegetable ≥2 per day</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>yes</td>
<td>65.31</td>
<td>0.399</td>
<td>27/25</td>
</tr>
<tr>
<td>no</td>
<td>63.60</td>
<td>23/21</td>
<td>26.00</td>
</tr>
</tbody>
</table>

PD – Parkinson’s disease; t/r – tremor vrs. rigor type; MMSE - Mini Mental State Examination; BDI – Beck Depression Inventory

The analysis of influence of nutrition habits of PD patients showed that the tremor-dominant group of PD patients consumed dairy products less frequently, while there were no statistically significant differences in other nutrition habits of patients with tremor-dominant and rigor-dominant Parkinson’s disease (Table 5).
Table 5. Comparison between type of Parkinson disease and nutritional habits of Parkinson disease patients

<table>
<thead>
<tr>
<th>Type of PD</th>
<th>t/r (N)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protein intake</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• once per week</td>
<td>2/2</td>
<td></td>
</tr>
<tr>
<td>• twice per week</td>
<td>8/9</td>
<td>0.574*</td>
</tr>
<tr>
<td>• every other day</td>
<td>22/14</td>
<td></td>
</tr>
<tr>
<td>• everyday</td>
<td>18/21</td>
<td></td>
</tr>
<tr>
<td>Dairy products one per day</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• yes</td>
<td>31/38</td>
<td>0.040*</td>
</tr>
<tr>
<td>• no</td>
<td>19/8</td>
<td></td>
</tr>
<tr>
<td>Legumes or eggs two or more per week</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• yes</td>
<td>35/31</td>
<td>0.828*</td>
</tr>
<tr>
<td>• no</td>
<td>15/15</td>
<td></td>
</tr>
<tr>
<td>Meet, fish, poultry every day</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• yes</td>
<td>22/24</td>
<td>0.540*</td>
</tr>
<tr>
<td>• no</td>
<td>28/22</td>
<td></td>
</tr>
<tr>
<td>Fruit or vegetable ≥2 per day</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• yes</td>
<td>23/21</td>
<td>0.835*</td>
</tr>
<tr>
<td>• no</td>
<td>27/25</td>
<td></td>
</tr>
</tbody>
</table>

Discussion

Nutrition habits of 96 PD patients were surveyed for the purpose of analysing their influence on the clinical presentation of the disease. The majority of the patients ingested protein in the form of dairy products, eggs and legumes and half of them in the form of meat, fish and poultry on a daily basis. No difference in the age when the disease was diagnosed, severity of motor symptoms, disease stage, frequency of motor fluctuations and complication of therapy, nor depression and cognitive impairment associated with protein, fruit and vegetable intake was found. It was only found that the patients consuming fewer dairy products more frequently suffer from tremor-dominant PD, which is a form of the disease with a favourable outcome [25]. Neuropathological studies have...
shown that the rigor-dominant type compared to the tremor type of PD exhibits a higher level of neuronal loss of the locus coeruleus, lateral and medial part of the substantia nigra with more severe gliosis, extra-neuronal melanin deposits and neuroaxonal dystrophy in the substantia nigra [26]. Many papers have reported a relation between dairy products and PD [27-30]. There are several possible explanations of how dairy products influence neurodegeneration and the risk of PD. One of the possible explanations is the influence of milk fat on gut microbiota. Milk fat (MF) and PUFA-rich fat had similar effects on Bacteroidetes and Firmicutes, but besides this, MF has the ability to greatly increase Bilophila wadsworthia. An increased level of Bilophila wadsworthia was associated with the pro-inflammatory T helper type 1 (Th1) immune response [31]. Dairy products also have the ability to reduce the uric acid level, which could cause a greater PD incidence and faster PD progression [32,33]. It is also known that they can induce insulin resistance and that this has an impact on the development of not only PD, but also of Alzheimer’s disease [34,35]. People suffering from lactose intolerance and consuming dairy products are at the risk of intestinal inflammation and increased intestinal permeability. Besides that, milk could be contaminated with neurotoxic pesticides [36]. Finally, the ingestion of bovine microbiota could affect human microbiota through small intestinal bacterial overgrowth (SIBO), which could increase the risk of PD [37-39]. Marczewska et al. found in 45 advanced-stage PD patients that patients with high protein intake experience more severe motor symptoms more frequently [40]. Serum carotenoid, retinol and tocopherol concentrations were lower in PD patients with severe motor symptoms and a more advanced stage of the disease [41]. Many studies have proved that high protein intake affects the motor response to levodopa therapy, causing the appearance of motor fluctuations [42], and that the use of a protein-redistribution diet helps with the amelioration of „on-off“ fluctuations [43]. On the other hand, a protein-restricted diet (PRD) has proven to worsen the fluctuations with the worsening of dyskinesia [44]. This negative influence of proteins on the motor function is not present in early stages of PD and usually appears after 13 years of disease duration, or 8 years after levodopa was introduced in therapy [45]. No influence of protein ingestion on motor symptoms, motor fluctuations and complication of therapy was found, probably due to the fact that the study group of patients was mostly in the early stage of the disease (the median was 4.00 years), during which there is no such negative influence. The ingestion of saturated fatty acids, lower consumption of milk and dairy products and consumption of full-fat dairy products have a negative impact on age-related cognitive decline, mild cognitive impairment and vascular dementia [46]. There is limited data about the protective role of fruit and vegetable ingestion on cognitive decline, dementia and vascular dementia [46]. No differences in nutrition habits and cognitive impairment were found. The majority of our patients were diagnosed with mild cognitive impairment (MMSE median was 24.00) and were a rather homogeneous group (MMSE interquartile range from 23.00 to 28.00). Besides this, MMSE is not very sensitive to the subcortical type of cognitive impairment that is present in Parkinson’s disease [47]. Therefore, a more heterogenous patient group with more sensitive tests for subcortical cognitive impairment should be used for more conclusive results. The MIND diet (the Mediterranean-DASH Intervention for Neurodegenerative Delay diet) that emphasises intake of fresh fruit, vegetables, and legumes was not associated with the reduction of depression risk, in contrast to the Mediterranean diet [48]. Consumption of full-fat yogurt was related to a lower risk of depression, but only in women, in the study of Pernez-Cornago et al [49]. There is evidence (in large-scale and well-conducted observational studies) that the ingestion of seafood, vegetables, fruit and nuts reduces the risk of depression [50]. Unfortunately, no significant differences between nutrition habits and depression were found in this study.

Higher intake of dairy products could influence the appearance of less favourable forms of Parkinson’s disease (rigor-dominant type). This
study did not find any influence of protein, fruit and vegetable intake on the age of disease diagnosis, severity of motor symptoms, disease stage, motor fluctuations and complications of therapy, appearance of cognitive impairment or depression in Parkinson’s disease patients. The limitation of this study is a small sample size. Furthermore, only the source of protein intake (meat, legumes or eggs, dairy) was analysed, while there are no evaluated sources regarding fruit and vegetables. For that reason, the data about the ingestion of fruit and vegetables producing antioxidant effects are limited. Therefore, the interpretation of our study results must be taken with caution. Ethical approval: “All procedures performed in studies involving human participants were in accordance with the ethical standards of the institutional and/or national research committee and with the 1964 Helsinki declaration and its later amendments or comparable ethical standards.”

Informed consent: “Informed consent was obtained from all individual participants included in the study. Additional informed consent was obtained from all individual participants for whom identifying information is included in this article.”
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Abstract

**Aim:** The aim of this study was to investigate physical activity and sedentary behaviour of college students who study health sciences (physiotherapy) and students who study non-health-related majors (law and economics) at the same college to find out if there is any impact of their major subject of study on how they spend their leisure time, as well as to examine sex differences in physical activity and sedentary behaviour.

**Methods:** A cross-sectional study was conducted during the winter semester of 2017. A total of 112 students volunteered to participate in the study, of whom there were 42 males (37%) and 70 females (63%). Physical activity was measured by using a short form of IPAQ (International Physical Activity Questionnaire) and sedentary behaviour by an SBQ (Sedentary Behaviour Questionnaire). Additionally, some general questions were included, such as sex, body height, body weight and field of study. Study participants were divided into two groups, according to their major: 1. students of physiotherapy (55 participants); and 2. students of law and economics (57 participants).

**Results:** The participants reported a high physical activity level, but also a significant amount of time spent on sedentary activities. Results showed that there was no difference in physical activity levels, but that there was a slight difference in sedentary behaviour between physiotherapy students and students of law and economics with regard to the following: total time spent in sedentary activities during weekdays (p=0.006), involvement in sitting and driving/riding in a car, bus or train on weekdays, and time spent playing computer/video games on weekend days (p=0.046).

**Conclusion:** Presented results lead to the conclusion that the majority of students are sufficiently active, but still spend much time on sedentary activities. Students with different preferences also differ in how they spend their leisure time, but do not differ in physical activity level.
Introduction

Physical inactivity is the fourth leading risk factor responsible for 6% of deaths around the world, according to the World Health Organization (WHO) (1). It presents a threat to global health due to its great prevalence among all age groups and correlation with weight gain, cardiovascular diseases, diabetes and many other medical conditions (2). Current international physical activity (PA) guidelines recommend that an adult must engage in at least 150 minutes of moderate-intensity aerobic activity or 75 minutes of vigorous-intensity activity (600 MET-min) weekly (3). When it comes to inactivity, young adults are one of the vulnerable age groups since they are at a stage of life when their habits and lifestyle are forming. In the past decade, there has been a growing number of studies investigating physical activity and inactivity among young adults, mostly university and college students. Studies have measured physical activity mostly by self-evaluation on the basis of questionnaires, with the IPAQ (international physical activity questionnaire) being one of the most popular due to its good metric properties (4-10). Most of the studies investigating physical activity among university and college students reported low physical activity, with a minority of them meeting physical activity guidelines (11, 12). Also, sedentary behaviour is fairly widespread among young adults (13), measured by screen-time or the use of mobile phones. Sedentary behaviour is also regarded as a risk factor for many diseases and it is affecting health independently of physical inactivity (14).

Physical inactivity should be differentiated from sedentary behaviour. People can be both highly active and highly sedentary (15). For those reasons, sedentary behaviour and physical activities should be investigated as two distinct modes of behaviour. Female students are usually more inactive than male (16,17), but that does not necessarily mean that they are spending more time in sedentary activities.

However, we found that there is a lack of studies investigating the difference between students from different study groups. Yang and collaborators reported that a 7-week course on knowledge, attitude and practice of health behaviour improved health-related behaviour in Chinese college students, including an increase in high physical activity involvement and a decrease in screen-time (18). This led to an increase in interest for examining the differences between students of health sciences and students majoring in non-health-related studies. Students of health sciences should be better informed about the benefits of physical exercise and the effects of sedentary behaviour on health than the students who study non-health related majors. Physical therapy students should be especially aware of physical activity benefits, as well as of adverse effects of sedentary behaviour, considering that, after graduation, their profession should include active lifestyle promotion and safeguarding of health.

The main hypothesis of this paper was developed based on the aforementioned and states as follows: students of physiotherapy are more active, with higher physical activity levels, and spend less time in sedentary activities, compared to students who study law or economics at the same college. We also examined sex differences in physical activity levels and sedentary behaviour.

Participants and methods

Participants

A cross-sectional study was conducted during the winter semester of 2017. All first-year students at the College of Applied Sciences in Vukovar were invited to participate in the study. One hundred and twelve students volunteered to participate. Among them, there were forty-two males (37%) and 70 females. The participants’ age was between 18 and 22 years (median age 19). Study participants were divided into two groups, according to their major subject of study:

1. students of physiotherapy (55 participants); and
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2. students of law and economics (57 participants).

All participants signed informed consent forms.

**Measures**

The survey included a short form of IPAQ (International Physical Activity Questionnaire) (19) and an SBQ (Sedentary Behaviour Questionnaire) (20). Additionally, some demographic items were included, such as sex, body height, body weight and field of study.

The short form of IPAQ consists of seven items. Six items measure three levels of physical activity (light (walking), moderate and vigorous) and one measures daily sitting time. According to Craig and colleagues (21), IPAQ is characterized by a good test-retest reliability coefficient (ICC) ranging between 0.81 and 0.89 and criterion validity (Spearman coefficient) ranging from 0.26 to 0.27. Metabolic equivalent minutes (MET min/wk) and time spent in physical activity per week were calculated by following the scoring protocol (22). Time spent in physical activity (PA) per week was converted into time spent in physical activity per day (min PA/7).

SBQ measures time spent in 9 sedentary activities during weekdays and weekend days separately. There are 9 items that determine the amount of time spent doing 9 sedentary activities during weekdays and weekend days: watching television, playing computer/video games, sitting while listening to music, sitting and talking on the phone, doing paperwork or office work, sitting and reading, playing a musical instrument, doing arts and crafts, sitting and driving/riding in a car, bus, or train. According to Rosenberg and colleagues (23), the ICCs were acceptable for all items and the total scale (range=0.51-0.93). For men, there were significant relationships of SBQ items with IPAQ sitting time and BMI. For women, there were relationships between the SBQ and accelerometer inactivity minutes, IPAQ sitting time, and BMI.

The participants gave their answers by selecting the amount of time they spend performing the relevant sedentary activity on a typical weekday in the first part, and on a typical weekend day in the second part of the SBQ (from when they wake up until they go to bed). Frequencies of answers were compared between the tested groups.

BMI (body mass index) was calculated based on self-reported height and weight.

**Statistical analysis**

Statistical analysis was performed using IBM SPSS Statistics 20.

Numerical variables: BMI value, time spent in sitting, walking, and in moderate and vigorous activities were tested for normal distribution. Normally distributed data were presented as a mean and standard deviation, while non-normally distributed data were presented as median and range. The difference between study types (majors) was tested by applying the Mann-Whitney U-test for independent samples. It was used to compare IPAQ results.

The difference in frequency of answers in the SBQ was tested by using the chi-square test, as well as the difference in frequency between physical activity levels according to IPAQ score, and the difference in frequency between BMI categories. Level of significance was set at p=0.05.

**Results**

Total engagement in physical activities reported by the participants was from 0 to 630min/day, with the median being 120min/day, and mode being 60min/day. There was no statistically significant difference between physiotherapy students and students of law and economics (p=0.183), or between male and female students (p=0.204). Table 1. shows the reported physical activity engagement levels during one typical day for physiotherapy students and for students of law and economics.
Table 1. Difference in time (min/day) spent in physical activities between physiotherapy students and students of social sciences

<table>
<thead>
<tr>
<th>Type of physical activity</th>
<th>Time spent in physical activity (min/day)</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>physiotherapy students (N=55)</td>
<td>students of social sciences (N=57)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>min</td>
<td>max.</td>
<td>median</td>
<td>mean</td>
<td>min</td>
<td>max.</td>
<td>median</td>
<td>mean</td>
</tr>
<tr>
<td>Vigorous PA</td>
<td>0</td>
<td>120</td>
<td>20</td>
<td>24.4</td>
<td>0</td>
<td>200</td>
<td>30</td>
<td>45.2</td>
</tr>
<tr>
<td>Moderate PA</td>
<td>0</td>
<td>180</td>
<td>30</td>
<td>40</td>
<td>0</td>
<td>300</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>Walking</td>
<td>0</td>
<td>420</td>
<td>30</td>
<td>78</td>
<td>0</td>
<td>240</td>
<td>60</td>
<td>84</td>
</tr>
</tbody>
</table>

\* statistical significance of difference derived from the Mann-Whitney U-test

The reported sitting time (IPAQ) in a typical day is between min. 30min and max. 720min, with the median being 360min, and mode being 300min. There was no statistical difference between males and females (p=0.29), but the difference between physiotherapy students and students of law and economics was statistically significant, indicating that physiotherapy students spend more time in sitting activities in comparison to students of law and economics (p<0.0001). Physiotherapy students reported between 120 and 720min of sitting per day, with median value being 420min/day, while the students of law and economics reported that they sit between 30 and 600min/day, with median value being 300min/day.

Reported physical activity converted to MET-min/week yielded results presented in Table 2. Physical activity of 74% participants (83 of 112 participants) was high, with their MET-min/week being over 3000 (68% of physiotherapy students and 81% of students of social sciences), while 6 (5%) participants reported physical activity lower than 600 MET-min/week, which represents low physical activity (7% of physiotherapy students, and 3% of students of law and economics). Pearson Chi-square revealed no significant difference between physiotherapy students and students of law and economics in terms of physical activity levels (p=0.345).

Table 2. Difference in physical activity level expressed in MET-min/week between physiotherapy students and students of social sciences

<table>
<thead>
<tr>
<th>Type of physical activity</th>
<th>MET-min/week</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>physiotherapy students (N=55)</td>
<td>students of social sciences (N=57)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>min</td>
<td>max.</td>
<td>median</td>
<td>mean</td>
<td>min</td>
<td>max.</td>
<td>median</td>
<td>mean</td>
</tr>
<tr>
<td>Vigorous PA</td>
<td>0</td>
<td>960</td>
<td>160</td>
<td>195.5</td>
<td>0</td>
<td>1600</td>
<td>240</td>
<td>362.1</td>
</tr>
<tr>
<td>Moderate PA</td>
<td>0</td>
<td>1440</td>
<td>200</td>
<td>280</td>
<td>0</td>
<td>2400</td>
<td>280</td>
<td>521</td>
</tr>
<tr>
<td>Walking</td>
<td>0</td>
<td>1386</td>
<td>198</td>
<td>287</td>
<td>0</td>
<td>792</td>
<td>198</td>
<td>253</td>
</tr>
<tr>
<td>TOTAL</td>
<td>0</td>
<td>2994</td>
<td>677</td>
<td>743</td>
<td>0</td>
<td>4330</td>
<td>640</td>
<td>1105</td>
</tr>
</tbody>
</table>

\* statistical significance of difference derived from the Mann-Whitney U-test.
The SBQ results revealed that participants were involved in sedentary activities between 60 and 720 min/day on weekdays, with median value being 300 min/day, and between 15 and 720 min/day on weekend days, with median value being 300 min/day. There was no statistically significant difference between males and females in terms of total time spent engaging in sedentary activities during weekdays (p=0.591) or weekend days (p=0.788). A statistically significant difference was noted between physiotherapy students and students of law and economics in terms of their sedentary behaviour during weekdays, as could be seen in Table 3.

Table 3. Difference in total time spent in sedentary activities (min/day) between physiotherapy students and students of social sciences during weekdays and weekend days

<table>
<thead>
<tr>
<th>Time spent in sedentary activities (min/day)</th>
<th>physiotherapy students (N=55)</th>
<th>students of social sciences (N=57)</th>
<th>p*</th>
</tr>
</thead>
<tbody>
<tr>
<td>min</td>
<td>max.</td>
<td>median</td>
<td>mean</td>
</tr>
<tr>
<td>Weekdays</td>
<td>60</td>
<td>720</td>
<td>240</td>
</tr>
<tr>
<td>Weekend days</td>
<td>30</td>
<td>600</td>
<td>300</td>
</tr>
</tbody>
</table>

* statistical significance of difference derived from the Mann-Whitney U-test.

Students of social sciences are more involved in sedentary activities during weekdays. The total time spent on engaging in sedentary activities is a sum of all reported times spent on engaging in sedentary activities. All those activities, along with the distribution of reported times spent in each activity, are presented for students with different majors in Table 4., as are the results of the Pearson Chi-square test used to determine differences among groups.
Table 4. Difference in frequency of answers on time spent in each sedentary activity/day between physiotherapy students and students of social sciences (p - statistical significance derived from the chi-square test).

<table>
<thead>
<tr>
<th>Activity</th>
<th>Weekdays</th>
<th>Weekend days</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0 min /day</td>
<td>up to 15 min/day</td>
</tr>
<tr>
<td>Watching TV (N=55)</td>
<td>13</td>
<td>8</td>
</tr>
<tr>
<td>Social sciences (N=57)</td>
<td>19</td>
<td>10</td>
</tr>
<tr>
<td>Playing computer /video games</td>
<td>27</td>
<td>3</td>
</tr>
<tr>
<td>Sitting while listening to music</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>Social sciences (N=57)</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>Using phone (N=55)</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>Social sciences (N=57)</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>Doing paperwork or office work</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>Social sciences (N=57)</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>Sitting and reading</td>
<td>22</td>
<td>13</td>
</tr>
<tr>
<td>Social sciences (N=57)</td>
<td>23</td>
<td>14</td>
</tr>
<tr>
<td>Playing a musical instrument</td>
<td>49</td>
<td>3</td>
</tr>
<tr>
<td>Social sciences (N=57)</td>
<td>55</td>
<td>1</td>
</tr>
<tr>
<td>Doing arts and crafts</td>
<td>26</td>
<td>6</td>
</tr>
<tr>
<td>Social sciences (N=57)</td>
<td>28</td>
<td>2</td>
</tr>
<tr>
<td>Sitting and driving/riding in a car, bus,</td>
<td>13</td>
<td>8</td>
</tr>
<tr>
<td>or train (N=55)</td>
<td>Social sciences (N=57)</td>
<td>2</td>
</tr>
<tr>
<td>Watching TV (N=55)</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>Social sciences (N=57)</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>Playing computer /video games</td>
<td>29</td>
<td>4</td>
</tr>
<tr>
<td>Social sciences (N=57)</td>
<td>28</td>
<td>5</td>
</tr>
</tbody>
</table>
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The difference between physiotherapy students and students of law and economics was statistically significant in terms of sitting and driving/riding in a car, bus, or train during weekdays, and in terms of sitting while listening to music on weekend days. Physiotherapy students reported a maximum of 1-2 hours/day spent sitting and driving/riding in a car, bus, or train for over 2-3 or more hours/day. Students of law and economics also reported longer times spent sitting while listening to music on weekend days in comparison to physiotherapy students.

There is a greater difference in distribution of time spent in sedentary activities between sexes. Females spend more time in sedentary activities: using the phone (p=0.041 for weekend days, and p=0.009 for weekdays), doing paperwork or office work (p=0.046 for weekend days and p=0.004 for weekdays) and sitting and reading (p=0.003 for weekend days and p=0.045 for week days), while males spend more time playing computer/video games compared to females both during weekdays (p<0.001) and weekend days (p<0.001). Also, females reported spending more time in doing arts and crafts on weekdays in comparison to males (p=0.036).

BMI ranged between 17 and 35 kg/m², with mean value being 22.4±3.13 kg/m². Most participants (86 of them, or 77%) were of normal weight (BMI from 18.5 to 24.9 kg/m²), 7 (6%) were underweight, and 19 (17%) were overweight, with 4 overweight participants being in the obese category (BMI>30 kg/m²). There was no
statistical difference between physiotherapy students and social sciences students (p=0.073) in terms of frequency distribution by their BMI categories.

**Discussion**

The main finding of this study was that there was no difference in the physical activity level, but there was a slight difference in sedentary behaviour between physiotherapy students and students of law and economics. Participants reported high physical activity levels, but also a significant amount of time spent in sedentary activities.

Most students reported high physical activity, while only 5% of them reported low physical activity (<600 MET-min/wk) and did not meet the physical activity recommendations. Studies with similar objectives presented various results. Some reported low physical activity levels and great amounts of time spent in sedentary activities (11-13, 24-26), while others reported results similar to ours with high prevalence of sufficiently active students (15, 27-29). The reasons for such discrepancies are still to be determined. Differences in research methodology could be affecting the results and could be one of the reasons for occurrence of such discrepancies. Smetaniuk and co-workers (30) identified the main themes related to the facilitators of and barriers to physical activity and sedentary behaviour in Master of Physical Therapy students: 1) priorities and life balance; 2) commitment and accountability; 3) environment; and 4) Master of Physical Therapy programming. Variations in results pertaining to physical activity levels of participants in different studies in different places probably could be partially explained by differences in the aforementioned facilitators and barriers. In their study conducted among college students from the Mid-Atlantic Region, US, Vainselboim and cooperatives (29) reported results similar to ours. They reported that 84-94% of examined students met the physical activity recommendations. Another similarity pertains to sedentary behaviour. Our results showed that approximately half of the questioned students spend 6 hours/day in sedentary activities, while they reported that 69% females and 46% males are highly sedentary. Those individuals who are highly active and highly sedentary at the same time are known as “active couch potatoes” (31). They regularly exercise and meet the physical activity recommendations, but still spend great amounts of time in sedentary activities. Barkley and Lepp (32) reported that cell phone use is a significant positive predictor of being an “active couch potato”. Mobile phones use was shown to be associated with sedentary behaviour of college students (32). However, Penglee and associates examined the correlation of smartphone use and physical activity among college students in the United States and in Thailand (33), and reported that greater smartphone use per day is inversely related to days per week of engaging in physical activity among Thai students, but not among US students. It is common belief that sedentary behaviour is displacing physical activity, so when sedentary behaviour increases, physical activity should decrease. However, this does not have to be the case when it comes to mobile phone use. There are some smartphone functions and applications that can encourage physical activity. There are many ways in which mobile phones can be used, and if someone is a “heavy” user, their use does not have to necessarily represent time spent in sedentary behaviour. In our study, only 6 participants reported not using phones during weekdays, and 9 reported not using them on weekend days, while others use phones during the greater part of the day (Table 4). We also found that there was no difference between males and females in terms of total time spent in sedentary behaviour. However, there was a difference between sexes regarding the distribution of that total time in terms of time spent on different sedentary activities. This is probably a consequence of sex differences in terms of preferences and interests. According to the review of Castro et al. (34), these results differ from the results of other studies. They found that sex has no association with total sedentary time, with screen-time, or with preferences to any type of sedentary activity. We ascertained that females use phones more than males, they also spend more time doing paperwork or office work and sitting and reading, as well as doing
Arts and crafts on weekdays, while males spend more time playing computer/video games compared to females, both during weekdays and weekend days. However, there is no difference between males and females in terms of total time spent in sedentary activities.

As for the differences regarding sedentary activities between physiotherapy students and students of law and economics, we ascertained a significant difference in the total amount of time spent in sedentary activities during weekdays, but no difference in the total amount of time spent in sedentary activities during weekend days. During weekdays, students of law and economics reported more time spent performing the listed sedentary activities compared to physiotherapy students, even though, in the IPAQ, the physiotherapy students reported more time spent sitting. This discrepancy in the results could stem from the differences pertaining to class schedule, because sitting in a classroom was not listed as sedentary behaviour in the SBQ. Doing paperwork and office work was included, but that could easily be understood for doing homework, preparing for class or performing other activities at home, after classes. Physiotherapy students are more oriented towards practical lessons that require their involvement. This means that they do not always sit and listen during their classes, but are required to move and be physically active, unlike students who study law and economics, where classes, in general, require the students to sit and listen. In addition, other variables could also affect the differences pertaining to total time spent in sedentary behaviour during weekdays and weekend days, e.g. the distance between a student’s residence and college, which could affect the total time that a student spent sitting while driving to class.

Weight status of the participants was mostly within normal weight thresholds (BMI between 18.5 and 24.99 kg/m²), but every fifth participant was overweight. Physical inactivity is strongly correlated to BMI, and regular exercise and an active lifestyle are the best way to reduce weight and reach a healthy weight status. There were no differences between physiotherapy students and students of law and economics in terms of distribution across weight categories. Young adults in general should be more educated about the risk of health problems connected to high BMI.

The limitations of the study include the use of subjective measures, although valid and reliable. Although researchers tried to explain the questions to the participants and help them understand and answer them as accurately as they can, the answers are still a subjective evaluation and a memory of past events, as they remember them. Objective measures of physical activity and sedentary behaviour are warranted for future studies. Also, the cross-sectional design of the study could represent a limitation due to the inability to track changes in physical activity and sedentary behaviour, as well as their interaction, or to investigate potential facilitators and barriers that affect physical activity and/or sedentary behaviour. Of course, we must take into consideration the limitation of use of IPAQ. IPAQ is a questionnaire that requires participants to record only physical activities (vigorous, moderate and walking) that lasted at least 10 minutes at a time. In our opinion, this is the reason why the results included 0 min of walking. This result is not within the 5% of extremes, because all participants who live near the college and walk, e.g., 5 min to get to their classes, or those who drive to college by car or bus and do not walk around for more than 10 min do not record this brief amount of time that they spent walking. On the other hand, some students work while studying and they spend a great amount of time walking to their workplace.

All presented results lead to the conclusion that the majority of students are sufficiently active, but they still spend much time in sedentary activities. Our hypothesis was partially disproved, because we found no significant difference in physical activity between physiotherapy students and students of law and economics. On the other hand, physiotherapy students reported more time spent sitting, while students of social sciences reported more time spent in sedentary behaviour during weekdays. This could lead to the conclusion that, in this...
case, a major affects what kind of lifestyle the students adopt and in which leisure activities they engage in. Students with different preferences also differ in terms of how they spend their leisure time.

In short, the student population should be provided a better education regarding the effects of sedentary behaviour on their health and wellbeing.
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Abstract

Aim: The purpose of this study was to examine, identify and describe the factors that influence the turnover intention of nurses in Croatia.

Methods: A qualitative descriptive phenomenological study was conducted in June 2018. The participants were 20 registered nurses working full time who were employed in different cities in the Republic of Croatia, working in different healthcare institutions and in different medical fields. The data were obtained from interviews and were analysed and interpreted using the content analysis method.

Results: During data analysis, four main ideas emerged as follows: job satisfaction, work motivation, psychological factors (individual) and structural factors – work environment. Job satisfaction has been identified as a key factor with direct impact in nurses’ turnover intention. Work motivation, psychological factors (individual) and structural factors – work environment does not have a direct influence on the nurses’ intention to leave their job, but they have a significant indirect impact through job satisfaction.

Conclusion: Recognizing nursing challenges in the healthcare system and the factors which influence the intention of nurses to leave their workplace can help with the development of a clear strategy and retention measures based on the factors that influence the nurses’ turnover intention.

(Smokrović E, Gusar I, Hnatešen D, Bačkov K, Bajan A, Grozdanović Z, Placento H, Žvanut B. Influence of Work Motivation, Work Environment and Job Satisfaction on Turnover Intention of Croatian Nurses: A Qualitative Study. SEEMEDJ 2019; 3(2); 33-44)
Introduction

The last decade has been marked by a steady increase in the proportion of the elderly, which has in turn increased the need for healthcare (1). The increasing need for healthcare is accompanied by globalization, which, in addition to increased information mobility, also enables greater mobility of people (2). The effects of employees leaving their workplace have caught the attention of many professionals who consider it to be one of the most expensive and difficult challenges faced by modern organizations (3).

International migration of nurses in recent years has become a major issue in international political circles (4). Croatia’s accession to the European Union in 2013 opened a way to other European countries for many Croatian professionals, including healthcare professionals. Like other European countries, the Republic of Croatia is currently facing a shortage of nurses and nurse technicians, which has attracted the attention of the Croatian media for several years (5-7). Another phenomenon that is covertly present, in addition to the lack of professionals with qualifications, is that a great number of nurses do not want to work in the current working conditions. The studies conducted so far indicate a lack of empirical knowledge about the predictors of the intention to leave the workplace. This paper focuses on the influence of certain factors on the intention of nurses to leave their workplace, institution, or country.

The phenomenon of abandonment of the nursing profession, resulting in a decline in the number of educated nurses, poses a significant problem for the functioning of healthcare systems in many countries (2, 8), and especially in the less developed countries of the European Union (EU) (9, 10). The financial crisis, limitations of the national budget, reforms of the healthcare system, the workload of healthcare professionals, the decrease (or stagnation) of personal incomes and unpaid overtime represent just some of the factors that have affected the nursing profession both all over the world and in Croatia (2).

The results of numerous studies conducted on the topic indicate that a growing number of nurses are leaving their workplace (11, 12), going to a different institution, or even leaving the nursing profession altogether. Employee’s intention to leave the primary workplace is defined as the deliberate, voluntary and self-initiated change of job or institution. The intention to leave actually reflects an employee’s attitude toward their current workplace or organization (13). From the employee’s perspective, the intention to leave can be seen as a positive phenomenon. Reasons for positive perception of the above relate to better job offers that include higher income and/or intangible benefits, such as greater autonomy and new challenges (14). Moyce, Lash and de Leon Siantz (2016) cite the so called “push and pull” factors as reasons why nurses leave their workplace. “Push” factors are the factors that encourage nurses to leave and “Pull” factors are the factors that attract them to new opportunities and challenges (2). Among the most common factors that drive nurses to leave are dissatisfaction with the working conditions, stress and emotional exhaustion, while the factors that attract them are higher income, greater autonomy, recognition and respect within a team of healthcare professionals (2).

In a study conducted in Singapore on a sample of 814 nurses, Goh and Lopez (2016) describe leadership skills and work environment as the most important predictors of the nurses’ intention to leave (15). An individual’s statement of the intention to leave has, in previous research, been proved to be a significant predictor of their leaving the workplace (16). Simply put, an individual who verbally expresses their intention to leave a job is significantly more likely to leave the job than others. The validity of the above predictor has been highlighted in several studies of nurses’ intention to leave (17–19). Brewer and Kovner (2014) propose and describe the concept of nurse turnover based on
a model that includes job satisfaction, organizational commitment, intention to leave and intention to seek a new position.

Official data on Croatian nurses who have left the workplace or migrated are not available; however, according to Kovačević Barišić and Lepan Stefančić (2015), around 400-500 nurses left Croatia shortly after Croatia joined the EU, in 2014 and 2015.

Identifying and understanding the factors that significantly affect job satisfaction and the level of nurses’ work motivation is useful for preventing dissatisfaction and decreasing the intention of nurses to leave their current workplace or profession (20). Barać et al. (2015) performed a study to that effect on Croatian nurses, but it focused on job satisfaction, which is a predictor of nurses leaving the workplace (21). Smokrović et al. (2019) conducted a quantitative study, where the impacts of work motivation, organisation, and absenteeism on job satisfaction and intention to leave were considered (22). However, the aforementioned studies assessed the impact of predefined factors identified in a review of the literature on job satisfaction and turnover intention. The participants did not have the option of adding extra factors.

Hence, the goal of this study was to identify, through the use of the qualitative research method, potential factors that have an impact on job satisfaction and turnover by considering the opinions of Croatian nurses. We posed the following research question: Which factors influence the turnover intention of Croatian nurses?

Methods

A descriptive qualitative study was conducted in accordance with the guidelines on qualitative research (23).

Study Design

A qualitative approach was applied in order for us to gain a profound understanding of the nurses’ opinions and attitudes in the context of work motivation, work environment, job satisfaction and intention to leave. After a thorough review of the available literature and clearly defined ideas, certain claims/situations were established based on the existing theories and insights gained into each particular construct. The central phenomenon which was examined was the experience of nurses related to work motivation, job satisfaction and work environment, and the importance and impact of these concepts on turnover intention were examined as well.

Participants

In order to obtain a heterogeneous sample of participants, the study was conducted in different Croatian cities: Rijeka (five participants), Osijek (five participants), Zadar (five participants), and Našice (five participants); in different healthcare institutions (primary – five participants, secondary – 10 participants, and tertiary – five participants); 15 participants were employed in public, and five in private healthcare institutions; 15 were working in healthcare centres, four were employed in departments of internal medicine, four were surgical nurses, two were employed in gynaecology departments, two were from paediatrics, one was employed in the department of neurology, one was employed in the department of oncology and one was working in the department of urology.

Nurses were randomly selected from the list of nurses employed in each of the participating healthcare institutions. The list of nurses was formed in accordance with the following predefined inclusion criteria: 1) a registered nurse with a valid license, 2) a minimum of five years of work experience in the profession in the institution of current employment, 4) full-time employment, 5) open-ended employment contract, 6) voluntary participation in the study. A total of 20 nurses were selected who met the above criteria and who expressed their consent to participate in the study.

Data collection
Data were collected using a semi-structured face-to-face interview conducted between 4 June 2018 and 22 June 2019. Interviews were conducted by seven experts in the field of clinical and medical sciences, nursing sciences in collaboration with psychology and information science experts.

Participants were interviewed in a room outside of their usual work environment, without external interference and without the presence of others. Just before conducting the interview, the researchers were reminded of the importance of using comprehensible language in communication, interactivity, changing the order of questions/statements or asking additional questions to get to the essence of the topic, and of the obligation to verify that they understood their interviewees' statements.

Prior to each interview, the purpose of the study and the reasons for conducting it were explained to the participants. The participants' anonymity was guaranteed. Participants voluntarily agreed to participate either verbally or in writing. Likewise, with prior permission given by the participants, for the purpose of clearer understanding and more detailed processing of data, the interviews were recorded and transcribed verbatim.

During the interview, each researcher presented a total of nine possible (fictional) situations with fictional characters – nurses. The fictional situations were designed by considering everyday real-life/work situations. After the individual statement/situation was read and presented to the participants, they had the opportunity to reflect on their position and think of a possible solution to the situation and then verbalize their opinion. After the presentation of the situations, it was left to the participants to seek further clarification regarding the presented situation.

After each participant responded to the situation, a mandatory additional question was asked: Do you think the reasons would be different for male nurses? The interviews lasted between 30 and 60 minutes and there was no need to repeat any of them.

Data analysis

Data saturation was achieved in the 11th interview. Four additional interviews were processed to increase the quality of the study, and in total 15 interviews were analysed. All interviews were carefully transcribed and analysed, where the researchers analysed each sentence in detail according to Van Manen’s (2002) detailed analysis approach (24).

Colaizzi’s (1978) seven-step approach was also used to ensure an in depth analysis of interview data using a clear and systematic approach (25). Each interview was separately coded by at least two experts. In the first step, a naive reading of interview transcripts was performed, followed by axial coding, where codes were refined, and selective coding, where the final coding was performed. After revising each transcript, the researchers consulted one another and performed the final categorization, i.e. they repeated selective coding. The researchers extracted illustrative quotes, which were classified into separate categories.

For example: “... She is primarily satisfied because she loves her job, loves helping people who need help: it makes her feel happy, satisfied, fulfilled because helping someone who needs it is of great importance for her personal satisfaction. Interpersonal relationships and the atmosphere in the department where she works are good, as are the overall working conditions …” (Participant 5, female, 7 years of service).

Individual ideas were identified and a detailed description of each idea was then drawn up. To verify the accuracy of interpretation, interview transcripts were read three times. In the final step, there was no need to include any further changes based on feedback from the research participants.

Data saturation was achieved in the 11th interview. Four additional interviews were processed to increase the quality of the study, and in total 15 interviews were analysed. All interviews were carefully transcribed and analysed, where the researchers analysed each sentence in detail according to Van Manen’s (2002) detailed analysis approach (24).
Colaizzi’s (1978) seven-step approach was also used to ensure an in depth analysis of interview data using a clear and systematic approach (25). Each interview was separately coded by at least two experts. In the first step, a naive reading of interview transcripts was performed, followed by axial coding, where codes were refined, and selective coding, where the final coding was performed. After revising each transcript, the researchers consulted one another and performed the final categorization, i.e. they repeated selective coding. The researchers extracted illustrative quotes, which were classified into separate categories.

**Ethical aspects**

All participants, after being properly informed of the purpose of the research, voluntarily agreed to participate in the research. All of them signed a consent form for participating in the survey or expressed their consent orally. The interviewee’s name was not mentioned at any time during the interview to protect the privacy of the participants. All participants were made aware of the fact that they had the right and the option to refuse to give an answer to or opinion on a particular statement/situation before the start of the interview and they were aware of the fact that they could stop the interview at any time.

**Results**

**Demographic data**

All participants included in this study were female, employed full time and were registered nurses. The youngest participant was 27 and the oldest was 48 years old. The average age of the participants was 33, with 6.5 to 28 years of work experience. They all worked and lived in Croatia and were native speakers of Croatian.

**Thematic analysis and categorization**

Thematic analysis of the content by code group resulted in a division into four categories. Each category contained a number of subcategories, all of which have a significant impact on the main idea (Table 1). Participants’ opinions for each category were further expanded and compared with other studies conducted in Europe and the rest of the world that have been published and made available so far, which will be presented in the Discussion section.

<table>
<thead>
<tr>
<th>Table 1. Nurses’ intention to leave – Thematic content analysis by category and subcategory</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Category</strong></td>
</tr>
</tbody>
</table>
| **Job satisfaction** | Positive attitudes *  
Autonomy *  
Acknowledgment of a job well done *  
Stress **  
Possibility of advancement *  
Wrong choice of profession **  |
| **Work motivation** | Identification with the job *  
Intrinsic motivation *  
Extrinsic motivation (material) *  
Family factors *  |
| **Psychological factors (individual)** | Younger age *  
Change of residence *  
Family migration *  |
| **Structural factors – work environment** | Availability of materials, sufficient time and employees **  
Conflict in the workplace **  
Managers’ ability to manage and support *  |
Presentation of participants’ responses

Job satisfaction was most influenced by: good interpersonal relationships, complexity of the work, team atmosphere and positive team attitudes (N = 13); doing the job you love (N = 9); good organization and working conditions, job security, regular income (N = 7); and identifying with nursing as a profession because it makes me happy, satisfied and fulfilled (N = 5). The participants cite positive internal motivation, capabilities and accessibility of their superiors as other reasons.

Thirteen participants believe that there is no difference in the factors of job satisfaction between men and women; however, two participants state that by acquiring the skills, a male nurse changes jobs more quickly and easily and their opinions are more respected than the opinions of female nurse.

Job dissatisfaction was most influenced by: dissatisfaction with the work environment, organization of work, night shifts, performing tasks outside the scope of the job, low salaries, non-recognition of professional qualifications, conflicts in the work environment (N = 15); personal participation in internal conflicts in the work environment (N = 12); privileged positions of superiors and inequality (N = 4); choosing the wrong profession (N = 2). Other reasons indicated were that the superior is not a good manager and that the nursing profession is not appreciated enough.

The majority of participants (N = 10) feels that there is no difference in job dissatisfaction factors between males and females; however, some participants state that men would switch jobs if they were not satisfied, especially if better pay was involved.

Change of workplace within an institution is most often due to: poor interpersonal relationships and communication in the department (N = 9); advancement (N = 5); health problems (N = 5); being tired of one’s job (N = 3); compromised position and protection (N = 2).

The opinion of 11 participants is that there are no differences of opinion between men and women, but other participants state that men have to face new challenges in their desire for promotion and a better workplace.

Nurses decide to change the institution where they work because of: better working conditions and interpersonal relationships (N = 9); proximity to work (e.g. relocation) and therefore more family time (N = 9); financial situation, as well as non-recognition of a higher education degree (N = 6).

The majority of participants (N = 10) believe that there is no difference in reasoning between male and female nurses; however, some say that male nurses would be looking for new challenges and better pay.

Leaving the nursing profession is most often due to: wrong choice of profession, poor working conditions, interpersonal relationships and financial situation (N = 9); stress (N = 3).

Eleven participants believe that there are no differences of opinion between males and females, while other participants note financial problems as a reason for changing their profession.

Nurses do not intend to leave their department, institution or profession because they are: satisfied with their job, working conditions, interpersonal relationships and superiors (N = 14); in addition to the above assertion, five participants state that they have a fear of a new environment. Two participants cite status as a reason.

Fifteen participants feel that there are no differences between the opinions of male and female persons.

Nurses decide to go abroad for: financial reasons (N = 12); better working conditions and healthcare system (N = 11). As for other reasons, they state that younger people are more likely to choose to leave, as are those who have already
family abroad, and that the profession is more appreciated abroad.

Thirteen participants feel that there are no differences between male and female persons; however, two participants state that it is easier for men to leave.

The most common reasons for nurses only doing their job enough to “satisfy the form” are: there are no rewards or praise, which is demotivating (N = 12); routine and saturation (N = 6). Participants also indicate selection of the wrong profession and early retirement of employees.

A total of fifteen participants believe that there are no differences between the opinions of male and female persons.

Nurses are pleased with their superiors because of: systematization and regulated scope of work and good organization in the department; leadership, good communication skills, understanding of team needs and teamwork, managing the department professionally and responsibly (N = 15).

Thirteen participants are of the opinion that there are no differences between male and female persons; however, two participants note that more tolerance is shown for male than female nurses.

Presentation of the main category relationships on nurses’ intention to leave

By further analysing the results obtained regarding the defined main categories and subcategories, we detected categories that have a direct impact on nurses’ intention to leave. Additionally, we also present the categories that directly affect job satisfaction and indirectly affect the nurses’ intention of leaving. The results are shown in Figure 1.

The ability of a manager, support of superiors, interpersonal relations and working conditions

Structural factors (work environment)

Work motivation

Individual psychological factors

Job satisfaction

TURNOVER INTENTION

Figure 1. Main category and subcategory influences on nurses’ turnover intention

Discussion

The results of the study indicate that four main categories of factors are important for nurses’ intention of quitting their jobs in Croatia. The first category is job satisfaction, which has been
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identified as a key factor in nurses’ turnover intention, as has been confirmed in a number of previous studies conducted in Croatia and worldwide (3, 16, 22, 26). The results indicate that dissatisfaction with work and the work environment is a clear indication that nurses will leave their jobs in the future. A survey conducted in Turkey in 2015 recognizes job satisfaction as an important factor and states that 61% of nurses intending to leave their job register a moderate level of satisfaction (12). Positive attitudes, autonomy, recognition of a job well done, and the ability to advance in the workplace were highlighted as subcategories of job satisfaction, which has been confirmed in previous research. In a recent Croatian survey, Barać et al. (2017) also describe nurses’ job satisfaction and cite that nurses who are more committed to their work have greater job satisfaction (27).

The level of job satisfaction is closely related to work motivation (27, 28), which represents the second category in our research. Work motivation does not have a direct influence on the nurses’ intention to leave their job, but it has a significant indirect impact on job satisfaction. Similar results were previously reported in a study conducted in Croatia (22). Singh and Tiwari also found a correlation between job satisfaction and work motivation in their research. They claim that increasing job satisfaction increases work motivation and vice versa. Employee satisfaction thus increases work motivation, while dissatisfaction effects motivation decline (27).

The results indicate a significant impact of work motivation through the subcategories of identification, intrinsic motivation, and extrinsic (material) goals. Gagné et al. (2015) state that an autonomous type of motivation, especially intrinsic, which is also the preferred type of motivation, is related to job satisfaction and the intention to leave (29). The same results were also found in a study conducted in the Netherlands (30), which aimed to examine the connection between work stressors and the reactions of employed nurses. In another study, Singh and Tiwari (2007) describe that lack of job satisfaction is a predictor of leaving, driven by an individual’s motivation (27). Goh and Lopez (2016) especially emphasize the impact of intrinsic and extrinsic factors on employee satisfaction, which is also highlighted in our results in the category of work motivation (15).

In contrast with the results of Smokrovic et al. (2019), where nurses who identified with the profession felt lower job satisfaction, our results indicate a positive relationship between identifying with the profession, intrinsic and extrinsic motivation and work motivation. Since extrinsic motivation plays a significant role in overall satisfaction, the impact of a system of support, rewards and bonuses on employee motivation should not be neglected. If the nurse is acknowledged and supported by the staff and superiors, their self-esteem and satisfaction at work will grow. This reduces the possibility that the nurse will consider leaving the workplace. In a study conducted in Jordan, Mahmoud Al-Hussami (2008) also cites a strong relationship between job satisfaction and support from superiors (31). The same results were found in a study conducted in Croatia, where the authors said that managers’ support is a valid predictor of job satisfaction (22). The majority of participants emphasize extrinsic material motivation and inadequate material income in their responses as a reason for dissatisfaction and demotivation. They feel that material motivation has a significant impact on the intention to leave the country and the workplace. In previous research, material welfare was also recognized as a significant factor (8).

Job satisfaction is also closely related to employees’ personal characteristics (29, 32) and the work environment (28, 29, 33, 34). Our results show that individual psychological factors of employees, work environment and work motivation are important for achieving the level of ultimate satisfaction. In their literature review, Lu, While and Louise Barriball (2005) highlight working conditions, working relationships, salary, promotion opportunities, job security, accountability, recognition by superiors and overtime as the most common factors that have a direct impact on satisfaction.
Additionally, Toode, Routasalo and Suominen (2011) state that personal characteristics and priorities, in addition to the internal psychological state, influence work motivation. The results of this study reveal that personal characteristics of employees are extremely important predictors of their intention to leave. The study implies that the intention to leave is not necessarily related to the institution of employment, work organization, collective or motivation, and we believe that personal characteristics need to be singled out and emphasized as a separate factor in the intention to leave. In this study, we categorized individual psychological factors that have a significant indirect impact on the intention to leave, such as family, age, change of residence, and family migration; this was also partially confirmed in a previous study (22). Employees report that the choice to leave is easier for younger people, as well as for those whose family members have previously migrated. Different results specific for some EU countries have also been published in a study conducted in 10 EU countries that aimed to discover the factors that influence leaving the workplace (1).

As the last category which, in addition to indirect influence through job satisfaction, also has a direct impact on nurses’ intention to leave, the work environment was also found to be a factor in our study, and it was also highlighted in studies mentioned above (1, 22, 28, 31, 34). Masum et al. (2016) conducted their research in private healthcare facilities in Turkey and, in addition to the factors mentioned above, specifically emphasized the importance of the work environment and the relationship with colleagues and superiors. Our results also confirm that a strong correlation exists between the characteristics and quality of the work environment and the decision to leave the workplace.

The participants stressed material and human resources, e.g. availability of materials, working conditions, sufficient time and number of employees, as important determinants of the work environment. As in previous studies, the possibility of further advancement and qualities of the manager were classified under the category of work environment (1, 34). A Chinese study conducted by Wang et al. (2015) examined the impact of nurses’ work environment on job satisfaction and considered the work environment to be a key factor in an organization. They found that it has a stronger impact on job satisfaction than any other organizational or personal factor. The same results were obtained in a study conducted in the United States of America (33). As stated by Latham, Hogan and Ringl (2008), work environment is highlighted as a crucial factor in the intention to leave or remain in the workplace, along with job satisfaction (35). Employees will find it much more difficult to leave the workplace if they work in a good, positive environment where they do not encounter daily conflict situations. The ability to advance, the superiors’ ability to lead and manage, and support by the superiors are the factors that are most commonly mentioned as factors that influence the decision to leave in this category.

In conclusion, the departure of nurses from Croatia or the workplace poses a major challenge to the healthcare system. The results of this study are thus aimed at managers who, in the present-day migration of all healthcare professionals, including nurses, should prioritize the development of a clear strategy and measures for retention of nurses based on the factors that influence their intention to leave. Decision makers in healthcare must take all steps that are necessary for creating a positive work environment and stimulating employee motivation and satisfaction.

This research was conducted on a relatively small sample of nurses, and we believe that in the near future a detailed and extensive combined examination of the reasons for the turnover intention of nurses in the Republic of Croatia, covering all territorial regions, will be required. The proposed research would certainly provide detailed insight into the above factors, which would lead to a deeper understanding of this phenomenon.
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Abstract

Aim: The aim of this paper was to examine the representation of topics of clinical supervision in nursing in national and international journals.

Methods: A Databases Medline, EBSCO and Hrčak were retrospectively researched. The research encompassed nursing journals published from 2011 to 2015. MeSH keywords were used as well. The availability of articles in full text was examined by PubMed Central and by using PERO, a search engine for electronic resources online, which is an online source of journals with articles available in full text to the Croatian scientific and academic community. A total of 168 articles and 54 journals were included in this research.

Results: The topic of clinical supervision in nursing has not been found in any of the papers published in Croatian journals. There were 168 scientific papers about clinical supervision in nursing in 54 international journals. In the “Journal of Nursing Management” there was a trend of a decreasing number of published scientific papers (Cochran-Armitage test p< 0.0001). In the Medline database there were 43 journals. Most journals were published in the USA, 23 of them. A total of 29 articles are available in full form. OvidSP enables access to the highest number of articles, 18 (62.1%), while PERO search engine found no articles in full form.

Conclusion: In national journals in Croatia there are no topics regarding clinical supervision in nursing, but there are some in international journals.

(Budrovac A, Prlić N. Representation of Topics Regarding Clinical Supervision in Nursing in National and International Journals. SEEMEDJ 2019; 3(2); 45-55)
Introduction

Definition of the word “supervise” is to watch somebody or something to make sure that work, etc is being done properly and that people are behaving correctly (1). That is why nurses very often have a negative attitude towards clinical supervision (CS). Smith highlighted that it is not about controlling somebody; instead, it is about empowering staff. Sabrage said it has been described in literature as “time for me” (2). In addition to that, Fowler stated that nurses should sometimes put themselves before others (3), which gives CS a completely different meaning.

There have been many attempts to define CS. According to the Care Quality Commission, “the purpose of CS is to provide a safe and confidential environment for staff to reflect on and discuss their work, personal and professional response to their work. The focus is on supporting staff in their personal and professional development and in reflecting on their practice” (4).

Furthermore, the Royal College of Nursing states that the term “clinical supervision” is used to describe a formal process of professional support and learning which enables practitioners to develop knowledge and competence, assume responsibility for their own practice and enhance consumer protection and the safety of care in complex clinical situations. It is central to the process of learning and to the expansion of the scope of practice and should be seen as a means of encouraging self-assessment and analytic and reflective skills (5).

Bishop and Sweeney described it as “designated interaction between two or more practitioners within a safe and supportive environment, that enables a continuum of reflective critical analysis of care, to ensure quality patient services and the wellbeing of the practitioner” (6).

Despite these and numerous other definitions, many authors state that definition of clinical supervision is still unclear (7,8). Butterworth et al. justify this by explaining that there are many different definitions, especially among states because of socio-cultural impact (9). Fowler explains that “the practice of clinical supervision will and should vary because the practice of nursing varies across different environments and patient groups” (10). Except those, he describes some more factors, such as ward culture and organisation, ratio of the number of employees, employees’ needs and management (11).

Clinical supervision can be implemented in different ways. It can be implemented as a one-to-one relationship or group supervision. The other consideration is whether supervision is among peers, in a team or multidisciplinary. One-to-one is a fairly common model, where a more experienced nurse supervises a less experienced one. Experienced specialist nurses can be involved in “peer supervision”, whereby staff of similar experience and profession “co-supervise” each other. However, a specialist nurse can also receive supervision from someone with greater experience, but who is not a nurse. There are three types of CS groups: peer, team and multidisciplinary groups. In peer CS groups, all staff members are of similar qualifications and experience (e.g. nurses, clinical managers, healthcare assistants, clinical nurse specialists). Team supervision occurs within the established hierarchical clinical team. Multidisciplinary supervision tends to occur where multidisciplinary staff work closely together (12).

One of the three most frequently cited models was reported by Winstanley and White – Proctor’s interactive model, highlighting the normative (managerial), formative (educative) and restorative (supportive) functions of supervision (13). The aim of the normative component is to support reflection on practice with an awareness of local policy and codes of conduct. Formative component focuses on the development of skills, knowledge, attitudes and understanding. Restorative component fosters resilience through nurturing supportive relationships that offer motivation and encouragement and that can also be drawn
upon in times of stress (14). That model has become the most used model (15).

Although the principles of clinical supervision are simple, its implementation is more difficult. It requires time, commitment, openness to self-reflection, admission of areas of weakness and a willingness to develop and grow (3). Many authors describe lack of time as the main barrier to clinical supervision implementation (16-20). Fowler states that we must make time for clinical supervision, it needs to be viewed in the same way as mandatory training, days off or annual leave (21).

There are many benefits of CS, some of them are: improved employee retention, better motivation and commitment to the organisation, maintenance of clinical skills and quality practice, improved communication among workers, increased job satisfaction, self-critique of clinical and cultural practice in a safe environment, development of strategies to address issues raised as part of critiquing and reflecting on practice, identification of strengths in practice, identification of learning opportunities to enhance further development of nursing practice, prevention of burnout, nursing leadership development (22).

The aim of this paper was to examine the representation of clinical supervision topics in nursing in national and international journals.

Material and methods

Databases Medline, EBSCO and Hrčak were retrospectively researched. The research encompassed nursing journals published from 2011 to 2015. MeSH keywords “Organization and Administration” and “Nursing, supervisory” were used for searching the Medline database. Subheading “Standards” was used to restrict the heading “Organization and Administration” and searching was restricted to nursing journals. Subheadings “Standards”, “Organization and Administration” and “Statistic & Numerical Data” were used to restrict the heading “Nursing, supervisory” (Figure 1).

For searching the EBSCO database, the title “clinical supervision” and subject term “nursing” were combined with Boolean operator AND (Figure 1).

Keyword “supervizija”/“supervision” was used for searching the database Hrčak. Results were restricted to the area of “Biomedicine and Healthcare” (Figure 1).

Results in all databases were restricted to nursing journals (Figure 1).

Nursing journals which did not have access to all or some parts of journal volumes were excluded from research.

In all included journals, the main focus was on looking for all published articles and all articles about clinical supervision in the period from 2011 to 2015.

The availability of articles in full text was examined by PubMed Central and by using PERO. A total of 168 articles and 54 journals were used in this research (Figure 1).
Use the keyword 'supervision' then continue to search Heading Organization & Administration
† Global Health Action; Global Journal of Health Science; Palliative Medicine; Studies in Health Technology and Informatics; Health Service Journal; Advances in Health Care Management; Advances in Neonatal Care; Giornale Italiano di Medicina del Lavoro ed Ergonomia; Journal of the Medical Association of Thailand; Critical and Resuscitation; Journal of Intellectual and Developmental Disability; International Journal of Evidence-Based Health Care; Journal of Occupational Rehabilitation
‡ Journal of Intellectual Disabilities and Offending Behaviour; Scandinavian Journal of Caring Sciences; Research on Social Work Practice
§ Nursing Standard; Australian Nursing & Midwifery Journal; Mental Health Nursing; British Journal of Nursing; American Journal of Nursing; Insight; Nursing Times; Nursing New Zealand (Wellington); Tar Heel Nurse; RCM Midwives
ǁ JARNA; Nursing Standard; Mental Health Nursing; Community Practitioner; Nosileftiki; British Journal of Nursing; Communicating Nursing Research; Practice Nurse; Australian Nursing & Midwifery Journal
** Perspectives in Psychiatric Care; Nursing & Health Sciences; Journal of Advanced Nursing; Nurse Education Today; Nurse Education in Practice; Journal of Psychiatric & Mental Health Nursing; Journal of Clinical Nursing; Journal of Nursing Management; Issues in Mental Health Nursing; Australian Critical Care; International Journal of Mental Health Nursing

Results

The topic of clinical supervision in nursing has not been found in any of the papers published in Croatian journals. There were 168 scientific papers about clinical supervision in nursing in international journals. The biggest number of journals about CS were published in 2011, a total of 46. The fewest were published in 2014, only 25. The “Journal of Nursing Management” contained the most scientific papers about CS in 2011, specifically 19 of them. In that journal there was also a trend of reduced number of published articles in the period from 2011 to 2015 (Cochran – Armitage test p<0.0001) (Table 1).

Table 1. Representation of topics regarding clinical supervision in nursing in international journals

<table>
<thead>
<tr>
<th>Journal</th>
<th>Total number of published articles (proportion of articles dealing with clinical supervision)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2011</td>
</tr>
<tr>
<td>BMC Nursing</td>
<td>24 (o)</td>
</tr>
<tr>
<td>Nordic Journal of Nursing Research &amp; Clinical Studies /Vard i Norden</td>
<td>36 (o)</td>
</tr>
<tr>
<td>Perspectives in Psychiatric Care</td>
<td>32 (o)</td>
</tr>
<tr>
<td>Nursing &amp; Health Sciences</td>
<td>76 (1)</td>
</tr>
<tr>
<td>International Journal of Nursing Studies</td>
<td>166 (1)</td>
</tr>
<tr>
<td>Journal of Advanced Nursing</td>
<td>253 (o)</td>
</tr>
<tr>
<td>Nurse Education Today</td>
<td>182 (o)</td>
</tr>
<tr>
<td>Nurse Education in Practice</td>
<td>105 (1)</td>
</tr>
<tr>
<td>Journal of Psychiatric &amp; Mental Health Nursing</td>
<td>136 (o)</td>
</tr>
<tr>
<td>Journal of Clinical Nursing</td>
<td>395 (1)</td>
</tr>
<tr>
<td>CONNECT: The World of Critical Care Nursing</td>
<td>25 (o)</td>
</tr>
<tr>
<td>British Journal of Midwifery</td>
<td>149 (o)</td>
</tr>
<tr>
<td>Journal of Nursing Education Scholarship</td>
<td>28 (o)</td>
</tr>
<tr>
<td>Contemporary Nurse: A Journal for the Australian Nursing Profession</td>
<td>88 (o)</td>
</tr>
</tbody>
</table>
Table 1a. Representation of topics regarding clinical supervision in nursing in international journals

<table>
<thead>
<tr>
<th>Journal</th>
<th>Total number of published articles (proportion of articles dealing with clinical supervision)</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
<th>2015</th>
<th>P*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Journal of Nursing Management</td>
<td></td>
<td>109 (19)</td>
<td>205 (3)</td>
<td>106 (0)</td>
<td>100 (0)</td>
<td>112 (4)</td>
<td><strong>&lt;0.0001</strong></td>
</tr>
<tr>
<td>Australian Critical Care</td>
<td></td>
<td>102 (0)</td>
<td>80 (1)</td>
<td>79 (0)</td>
<td>97 (0)</td>
<td>90 (0)</td>
<td>0.49</td>
</tr>
<tr>
<td>International Journal of Mental Health Nursing</td>
<td></td>
<td>52 (2)</td>
<td>68 (0)</td>
<td>63 (3)</td>
<td>65 (0)</td>
<td>64 (0)</td>
<td>0.16</td>
</tr>
<tr>
<td>Journal of Nursing Measurement</td>
<td></td>
<td>14 (0)</td>
<td>17 (0)</td>
<td>34 (0)</td>
<td>43 (1)</td>
<td>46 (0)</td>
<td>0.74</td>
</tr>
<tr>
<td>Obzornik Zdravstvene Nege</td>
<td></td>
<td>37 (1)</td>
<td>28 (0)</td>
<td>30 (0)</td>
<td>26 (0)</td>
<td>26 (0)</td>
<td>0.98</td>
</tr>
<tr>
<td>Klinisk Sygepleje</td>
<td></td>
<td>29 (0)</td>
<td>31 (1)</td>
<td>34 (0)</td>
<td>28 (0)</td>
<td>29 (0)</td>
<td>0.48</td>
</tr>
<tr>
<td>Assistenza Infermieristica e Ricerca:Air</td>
<td></td>
<td>25 (0)</td>
<td>34 (2)</td>
<td>28 (0)</td>
<td>30 (0)</td>
<td>27 (1)</td>
<td>1.00</td>
</tr>
<tr>
<td>Practising Midwife</td>
<td></td>
<td>99 (1)</td>
<td>118 (3)</td>
<td>113 (3)</td>
<td>110 (7)</td>
<td>114 (6)</td>
<td>0.05</td>
</tr>
<tr>
<td>Nursing Economics</td>
<td></td>
<td>42 (0)</td>
<td>48 (0)</td>
<td>39 (0)</td>
<td>34 (0)</td>
<td>46 (1)</td>
<td>0.16</td>
</tr>
<tr>
<td>Health Care Manager</td>
<td></td>
<td>43 (0)</td>
<td>37 (0)</td>
<td>41 (1)</td>
<td>38 (0)</td>
<td>47 (1)</td>
<td>0.35</td>
</tr>
<tr>
<td>JOGNN – Journal of Obstetric, Gynecologic, &amp; Neonatal Nursing</td>
<td></td>
<td>100 (0)</td>
<td>100 (0)</td>
<td>92 (2)</td>
<td>89 (0)</td>
<td>98 (1)</td>
<td>0.39</td>
</tr>
<tr>
<td>Nursing Management (Harrow)</td>
<td></td>
<td>171 (1)</td>
<td>148 (3)</td>
<td>74 (2)</td>
<td>176 (1)</td>
<td>111 (1)</td>
<td>0.82</td>
</tr>
<tr>
<td>Professioni Infermieristiche</td>
<td></td>
<td>23 (0)</td>
<td>27 (0)</td>
<td>26 (0)</td>
<td>27 (0)</td>
<td>28 (1)</td>
<td>0.17</td>
</tr>
<tr>
<td>Soins; La Revue de Reference Infirmiere</td>
<td></td>
<td>255 (0)</td>
<td>185 (0)</td>
<td>172 (0)</td>
<td>156 (1)</td>
<td>140 (0)</td>
<td>0.37</td>
</tr>
<tr>
<td>CIN: Computers, Informatics, Nursing</td>
<td></td>
<td>132 (0)</td>
<td>106 (0)</td>
<td>104 (0)</td>
<td>97 (1)</td>
<td>99 (0)</td>
<td>0.43</td>
</tr>
<tr>
<td>Women &amp; Birth: Journal of the Australian College of Midwives</td>
<td></td>
<td>26 (0)</td>
<td>35 (0)</td>
<td>72 (0)</td>
<td>60 (1)</td>
<td>72 (0)</td>
<td>0.66</td>
</tr>
<tr>
<td>The Gerontologist</td>
<td></td>
<td>73 (0)</td>
<td>91 (0)</td>
<td>107 (0)</td>
<td>115 (1)</td>
<td>121 (0)</td>
<td>0.58</td>
</tr>
<tr>
<td>Worldviews on Evidence-Based Nursing</td>
<td></td>
<td>26 (2)</td>
<td>25 (0)</td>
<td>19 (1)</td>
<td>48 (1)</td>
<td>46 (0)</td>
<td>0.11</td>
</tr>
<tr>
<td>Queensland Nurse</td>
<td></td>
<td>53 (0)</td>
<td>53 (0)</td>
<td>59 (1)</td>
<td>63 (0)</td>
<td>45 (0)</td>
<td>0.99</td>
</tr>
<tr>
<td>Nursing Administration Quarterly</td>
<td></td>
<td>43 (3)</td>
<td>46 (0)</td>
<td>57 (2)</td>
<td>55 (0)</td>
<td>60 (1)</td>
<td>0.14</td>
</tr>
</tbody>
</table>
Table 1b. Representation of topics regarding clinical supervision in nursing in international journals

<table>
<thead>
<tr>
<th>Journal</th>
<th>Total number of published articles (proportion of articles dealing with clinical supervision)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2011</td>
</tr>
<tr>
<td>Journal of Nursing Administration</td>
<td>106 (1)</td>
</tr>
<tr>
<td>Nursing Forum</td>
<td>32 (1)</td>
</tr>
<tr>
<td>Canadian Nurse</td>
<td>209 (0)</td>
</tr>
<tr>
<td>Joint Commission Journal on Quality &amp; Patient Safety</td>
<td>69 (0)</td>
</tr>
<tr>
<td>Journal of Nursing Care Quality</td>
<td>45 (0)</td>
</tr>
<tr>
<td>Midwifery</td>
<td>154 (0)</td>
</tr>
<tr>
<td>MCN, American Journal of Maternal Child Nursing</td>
<td>85 (0)</td>
</tr>
<tr>
<td>Krankenpflege – Soins Infirmiers</td>
<td>158 (0)</td>
</tr>
<tr>
<td>Online Journal of Issues in Nursing</td>
<td>28 (1)</td>
</tr>
<tr>
<td>Research in Nursing &amp; Health</td>
<td>40 (0)</td>
</tr>
<tr>
<td>Nursing leadership (Toronto, Ont)</td>
<td>33 (2)</td>
</tr>
<tr>
<td>Issues in Mental Health Nursing</td>
<td>127 (1)</td>
</tr>
<tr>
<td>Public Health Nursing</td>
<td>64 (1)</td>
</tr>
<tr>
<td>Journal of Cardiovascular Nursing</td>
<td>74 (1)</td>
</tr>
<tr>
<td>Journal of Emergency Nursing</td>
<td>137 (1)</td>
</tr>
<tr>
<td>Journal of the American Medical Directors Association</td>
<td>107 (1)</td>
</tr>
<tr>
<td>AAOHN Journal</td>
<td>73 (1)</td>
</tr>
<tr>
<td>International Nursing Review</td>
<td>92 (1)</td>
</tr>
<tr>
<td>Journal of the American Association of Nurse Practitioners</td>
<td>82 (0)</td>
</tr>
<tr>
<td>Mental Health Practice</td>
<td>220 (1)</td>
</tr>
<tr>
<td>Total</td>
<td>5084 (46)</td>
</tr>
</tbody>
</table>

* Cochran – Armitage test
Most of the journals in which scientific papers about CS were published were found in the Medline database, specifically 43 of them. In the Hrčak database there were no journals containing articles about CS in nursing (Table 2).

**Table 2. Representation in databases Medline, EBSCO and Hrčak of journals in which articles about clinical supervision in nursing were published**

<table>
<thead>
<tr>
<th>Database</th>
<th>Total number of journals</th>
<th>Journals in which articles about CS were published</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medline</td>
<td>1235 (100)</td>
<td>43 (3.5)</td>
</tr>
<tr>
<td>EBSCO</td>
<td>15337 (100)</td>
<td>22 (0.1)</td>
</tr>
<tr>
<td>Hrčak</td>
<td>437 (100)</td>
<td>0</td>
</tr>
</tbody>
</table>

In total, there were 54 journals in which articles about CS in nursing were published. Most of the journals were published in USA, 23 (42.5 %) of them. Slovenia, France, Switzerland and Denmark each had only one journal with articles about CS in nursing published (Table 3).

**Table 3. List of countries publishing journals in which articles about CS in nursing were published**

<table>
<thead>
<tr>
<th>Country publishing journal</th>
<th>Number (%) of journals in which articles about CS in nursing were published</th>
</tr>
</thead>
<tbody>
<tr>
<td>USA</td>
<td>23 (42.5)</td>
</tr>
<tr>
<td>Great Britain</td>
<td>19 (35.1)</td>
</tr>
<tr>
<td>Australia</td>
<td>4 (7.4)</td>
</tr>
<tr>
<td>Canada</td>
<td>2 (3.7)</td>
</tr>
<tr>
<td>Italia</td>
<td>2 (3.7)</td>
</tr>
<tr>
<td>Slovenia</td>
<td>1 (1.9)</td>
</tr>
<tr>
<td>France</td>
<td>1 (1.9)</td>
</tr>
<tr>
<td>Switzerland</td>
<td>1 (1.9)</td>
</tr>
<tr>
<td>Denmark</td>
<td>1 (1.9)</td>
</tr>
<tr>
<td>Total</td>
<td>54 (100)</td>
</tr>
</tbody>
</table>

Most of the articles were published in UK, specifically 105 (62.5 %) of them. In 2015, there were 19 articles (73.1 %) (Table 4).
Table 4. List of countries where articles about CS in nursing were published between 2011 and 2015

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>USA</td>
<td>12 (26.1)</td>
<td>7 (23.4)</td>
<td>17 (41.4)</td>
<td>5 (20)</td>
<td>5 (19.2)</td>
<td>46 (27.4)</td>
<td>0.18</td>
</tr>
<tr>
<td>UK</td>
<td>31 (67.4)</td>
<td>17 (56.7)</td>
<td>20 (48.8)</td>
<td>18 (72)</td>
<td>19 (73.1)</td>
<td>105 (62.5)</td>
<td>0.19</td>
</tr>
<tr>
<td>Australia</td>
<td>0</td>
<td>1 (3.3)</td>
<td>2 (4.9)</td>
<td>1 (4)</td>
<td>0</td>
<td>4 (2.4)</td>
<td>0.51</td>
</tr>
<tr>
<td>Canada</td>
<td>2 (4.3)</td>
<td>1 (3.3)</td>
<td>2 (4.9)</td>
<td>0</td>
<td>0</td>
<td>5 (2.9)</td>
<td>0.67</td>
</tr>
<tr>
<td>Italy</td>
<td>0</td>
<td>2 (6.7)</td>
<td>0</td>
<td>0</td>
<td>2 (7.7)</td>
<td>4 (2.4)</td>
<td>0.09</td>
</tr>
<tr>
<td>Slovenia</td>
<td>1 (2.2)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1 (0.6)</td>
<td>0.62</td>
</tr>
<tr>
<td>France</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1 (4)</td>
<td>0</td>
<td>1 (0.6)</td>
<td>0.19</td>
</tr>
<tr>
<td>Switzerland</td>
<td>0</td>
<td>1 (3.3)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1 (0.6)</td>
<td>0.33</td>
</tr>
<tr>
<td>Denmark</td>
<td>0</td>
<td>1 (3.3)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1 (0.6)</td>
<td>0.33</td>
</tr>
<tr>
<td>Total</td>
<td>46 (100)</td>
<td>30 (100)</td>
<td>41 (100)</td>
<td>25 (100)</td>
<td>26 (100)</td>
<td>168 (100)</td>
<td></td>
</tr>
</tbody>
</table>

*2 test

In total, 29 articles about CS in nursing are available in full text to the Croatian Academic Community through the Academic and Biomedical Consortium. OvidSP provides access to the largest number of articles, 18 (62.1 %) of them, while PERO alone does not provide access to any article in full form (Table 5).

Table 5. Available articles about CS in nursing in full text

<table>
<thead>
<tr>
<th>Browser (interface)</th>
<th>Number (%) of articles in full text</th>
</tr>
</thead>
<tbody>
<tr>
<td>Only PERO</td>
<td>0</td>
</tr>
<tr>
<td>Only PubMed Central</td>
<td>1 (3.5)</td>
</tr>
<tr>
<td>Only OvidSP</td>
<td>18 (62.1)</td>
</tr>
<tr>
<td>EBSCOhost, PERO</td>
<td>7 (24.1)</td>
</tr>
<tr>
<td>OvidSP, PERO</td>
<td>3 (10.3)</td>
</tr>
<tr>
<td>Total</td>
<td>29 (100)</td>
</tr>
</tbody>
</table>
Discussion

After searching for articles about CS, it can be concluded that many articles give a review of that topic, especially of a specific topic within CS, for example CS evaluation (9), the effectiveness of group CS in reducing stress (23), organization of CS in nursing (24), empirical research on CS in psychiatric care (7), concept and definition of CS (25), administrative CS (26).

In order to find papers about CS, most of the authors searched databases such as Medline (PubMed) and CINAHL (7, 27, 15, 23, 26). Some of them searched PsycINFO (7, 15), MEDIC, LINDA (26), Pre-CINAHL, and Academic Elite (27) as well.

It can be seen that authors who searched the EBSCO database also searched databases CINAHL and PsycINFO. For the purposes of this research, apart from the CINAHL database, databases Health Source-Consumer Edition and Health Source: Nursing/Academic Edition were searched. Database PsycINFO was not searched.

The most commonly used keyword was “clinical supervision” (27, 15, 23). In one case, “clinical supervision” was combined with the keyword “nurse” (27). Keywords “supervision” and “nursing supervisory” were used as well (15).

It is interesting that only one author used the MeSH term “Nursing Supervisory” (15). None of them used the MeSH term “Organization and Administration”, which is synonymous with the term “Supervision” (28).

This research showed that articles about CS were published in a lot of journals (if we consider the number of articles). But if we look closer, it is obvious that more than half of the journals, 29 to be precise, published only one article in a period of five years. The rest of the journals did not publish more than ten articles. The journal “Practising Midwife” published 20 articles and the “Journal of Nursing Management” published 26 articles.
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Abstract

The aim of this study was to present the advantages and disadvantages of open approach in rhinoplasty. In it, we also present the development of this technique in Croatia and examine its application in the last five years at the Department of Otorhinolaryngology and Head and Neck Surgery of the Clinical Hospital Centre Osijek.

Retrospectively, from January 2008 to August 2012, 400 patients with septal deviation and/or deformities of the nasal pyramid who underwent open rhinoplasty at the Department of Otorhinolaryngology, Head and Neck Surgery of the Clinical Hospital Centre of Osijek, Croatia were identified. The clinical diagnosis was based on a detailed medical history of the patient and nasal endoscopy. The patients were photographed in six projections before and after the surgery, and followed up on two occasions.
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Introduction

Rhinoplasty is a procedure in plastic surgery of the nose which solves functional and aesthetic problems of nasal soft tissue. Rhinoplasty includes repositioning of nasal cartilage and bone as well as of soft tissue structures for the purpose of improving the function and aesthetic appearance of the nose (1). It is often necessary to do both rhinoplasty and septoplasty (surgery of the nasal septum which facilitates breathing) at the same time. Such combined surgery is called rhinoseptoplasty. Nasal deformities affect the aesthetics of the face, and rhinoplasty affects the individual functionally, aesthetically, artistically and psychologically. Rhinoplasty is one of the most complex and most challenging interventions in aesthetic surgery, where precision is down to a fraction of a millimetre. Anatomy of the nose is very complex, with challenging bone and cartilage structure, as well as variable thickness of the skin, with the thickest skin found on the apex. It is necessary to precisely determine how a certain procedure will affect the appearance of the nose (2).

History of medicine notes that the first successful aesthetic surgery of the nose was performed by the Brancas (father and son) in the 15th century, in the Italian province of Catania (3). At the beginning, rhinoplasty was considered to be a surgical part of psychotherapy, which is confirmed by the fact that at the start of the 20th century, depression was one of the indications for rhinoplasty. The father of modern techniques of rhinoplasty is Jacques Joseph, who lay the foundation of the surgical technique in 1928 (4). At the same time, in 1921, an otolaryngologist from Budapest named Aurel Rethy developed a new surgical technique, the so-called open approach or decortication. Rethy’s technique was first modified by prof. Ante Šercer, and his modified technique is still being applied all over the world today. Professor Ante Šercer was born in Požega, completed his studies in Graz and Prague, and worked at the two biggest Clinical Hospital Centres (CHC) after World War II: “Šalata” (CHC Zagreb) and CHC Sestre Milosrdnice. He is recognized as the greatest Croatian expert in otorhinolaryngology. His student, prof. Ivo Padovan, presented a new open approach technique (so-called decortication) in 1970 at the first international symposium of the American Academy of Facial Plastic and Reconstructive Surgery in New York, showing the results of the procedure conducted on 400 patients, who were operated at the Department of Otorhinolaryngology of the CHC “Sestre Milosrdnice” (5).

According to the claims of prof. Gunther, a famous American plastic surgeon, who is the organizer of one of the most popular international symposia for plastic and reconstructive head and neck surgery in Dallas, that method was not accepted in the USA until the 1970’s. Today, a lot of ENT specialists and specialists and subspecialists of plastic and reconstructive head and neck surgery use decortication all over the world. As we can see from the available data, 98% of patients are operated on by surgeons using this approach at the Clinical Hospital in Dallas. The respected prof. Toriumi from Chicago uses the open approach for more than 85% of all rhinoplasty procedures. In the USA, surgeons perform over 100 000 aesthetic rhinoplasties annually (6).

The nose is located at the centre of the face; it is also the most protruding part of the face, which is why it is the most exposed part of the face for trauma. It can be changed as a result of trauma, genetic factors or disease. Nasal trauma is the most common cause of aesthetic deformities of the septum and of the external part of the nose. Aesthetic nose correction is the most challenging surgery in aesthetic surgery. The spectrum of deformities of the external part of nose is varied and because of that, the approach and planning of surgical procedure must be done on a case-by-case basis. Typical nose deformities include: dorsal hump, saddle nose, crooked nose, overprojected nose, wide nose and combinations of the above. The goal of rhinoplasty is to create the nose shape that would best fit the face, because every face is different, and the nose needs to be adjusted.
accordingly. Rhinoplasty may be primary (correction for the first time) or secondary (reoperation). There are two main approaches to rhinoplasty: intranasal and open (decoration). Deformities may be located in the bone and/or cartilage. In the open approach, a small incision is performed on the columella and along the front edge of alar cartilage, and in that way, deformities may be corrected. Open approach is indicated in severe deformity of the apex, or for noses that have been operated multiple times or have suffered trauma multiple times, since they cannot be operated on using the intranasal approach. In the open approach, a small scar is left in the shape of the letter V at the columella (the fleshy part that divides the nostrils). Skin haematoma of the apex lasts longer than when the intranasal technique is used, which depends mostly on the type of skin on the apex. Breathing normally through the nose should never be sacrificed to the achieve the desired aesthetic nose shape (7).

Patients and methods

This retrospective analysis was made at the Department of Otorhinolaryngology and Head and Neck Surgery of the Clinical Hospital Centre Osijek.

A total of 400 patients with functional and/or aesthetic nose surgeries performed in the period from January 2008 to August 2012 were included (Table 1).

Table 1. Functional and aesthetic rhinoplasty performed at the Department of Otorhinolaryngology and Head and Neck Surgery of the Clinical Hospital Centre Osijek from 2008 to 2012.

<table>
<thead>
<tr>
<th>Type of surgery</th>
<th>2008</th>
<th>2009</th>
<th>2010</th>
<th>2011</th>
<th>8/2012</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Septoplasty</td>
<td>44</td>
<td>56</td>
<td>57</td>
<td>67</td>
<td>55</td>
<td>279</td>
</tr>
<tr>
<td>Rhinoseptoplasty (open and intranasal</td>
<td>12</td>
<td>17</td>
<td>18</td>
<td>32</td>
<td>21</td>
<td>100 (28, 72)</td>
</tr>
<tr>
<td>approach)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reconstruction of nasal valve</td>
<td>0</td>
<td>4</td>
<td>8</td>
<td>5</td>
<td>4</td>
<td>21</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>400</td>
</tr>
</tbody>
</table>

Study design

Before surgery, after taking the patient’s anamnesis, the patient was photographed and analysed from six different angles. Attention was drawn to the nasolabial angle, which is 90-110 degrees in women, and 80 to 90 degrees in men, while the nasofrontal angle is generally about 150 degrees in both sexes (Figure 1).
Figure 1. Preoperative photo
After thorough anamnesis was taken, the preoperative patient was photographed and analysed from six different angles (Figure 1A) (5). Attention is drawn to the nasolabial angle, which is 90-110 degrees in women, and 80 to 90 degrees in men, while the nasofrontal angle is generally about 150 degrees in both sexes. Figure 1B shows deviations from the median plane and clearance of the nose and preoperative planning of the operation.

Functional and/or aesthetic nose surgeries performed were septoplasty, rhinoseptoplasty (open or intranasal approach) and reconstruction of the nasal valve. After the surgery was completed, the results were monitored and documented by repeated photographing from the same six angles (Figure 2).
Figure 2. Postoperative photo

The results of the operation are monitored and documented by repeated photographing from six angles. Figure 2 shows the same patient after rhinoseptoplasty was performed; the increase in the nasolabial angle is noticeable, as is the corrected nasal dorsum.

Results

We noted 279 septoplasties, 100 rhinoseptoplasties and 21 reconstructions of the nasal valve (Table 1). From the presented data, it is evident that the number of surgical interventions at the annual level is constantly increasing, which is in line with the increase in the number of ENT surgeons employed at our hospital, who were educated at other hospitals in Croatia, as well as in world-renowned centres for plastic reconstructive surgery.

Discussion

In addition to the functional dimension, the nose has an essential aesthetic dimension. In functional terms, the nose is the initial and extremely important part of the respiratory system. Apart from the “air conditioning” the inhaled air, the nose also contains nerve endings that are responsible for distinguishing odours (5). Generally, the appearance, i.e. the anatomic material, reflects the function of the breathing dynamics. It is therefore clear that any plastic surgery performed on the nose is also a functional surgery. Along with the aforementioned “technical” aspect, the appearance of the nose is affected by race, ethnic characteristics and individual heritage. Within each race, there are typical characteristics. In the black race, for example, the nose is wider than the nose in the white race; it is lower in the bony part, with a predominance of wide noses, and the columella is shorter, with horizontal nostrils. In the white race, we differentiate the Greek, the Latin, the Galician, the Germanic nose, etc. (8). Finally, the appearance of the nose can be affected by the surgeon. It is not unusual that, apart from correcting individual characteristics, members of individual races or ethnic groups want to reshape the basic characteristics of their nose; for example, in Asia, people tend to strive to “westernize” by changing the East Asian elements of their physiognomy.
Surgery requires four fundamental criteria – three objective and one subjective: balanced form, good function, correct proportions, and desired appearance. The common notion that the nose changes the profile is only partially correct because rhinoplasty affects the shape of all projections. If the surgery meets the objective requirements, the surgeon may be satisfied, but for complete success, the patient must also be satisfied. Therefore, it is necessary that the surgeon, prior to performing the surgery, has an interview with the patient to find out which anatomical specifics the patient is not satisfied with and what the patient’s particular aesthetic expectations are regarding the appearance of the nose. This is important because patients sometimes have unrealistic expectations of surgery or motivations that are not in fact related to the appearance of the nose, but are caused by other social and psychological circumstances that they project on their external appearance (9).

Complications of rhinoplasty are relatively rare (10). Possible complications include: nosebleeds, swelling of the nose and the surrounding soft tissue of the eyes and cheeks (especially in “open” rhinoplasty, lasting up to one year), bleeding, infections, hypertrophic scars, re-deformation of the nose (due to scars and poor surgical techniques). Some patients can develop difficulty breathing through the nose following rhinoplasty, despite a successful aesthetic outcome of the operation. Even though the inside of the nose generally allows for good passage of air, rhinometric measurement of the airflow should measure the nasal discharge insufficiency. This is damage to the fine mechanism responsible for normal airflow in the throat and normal discharge, and it may be congenital or acquired. Treatment of this condition is very difficult and unpredictable, so it is best if it is prevented by proper surgical technique. Decisions regarding nose surgery should be preceded by detailed discussion and review of the situation. On that occasion, the doctor explains the nature of the problem to the patient and the realistic possibility of its correction. After rhinoplasty, a patch, plaster splint or plastic material is used to keep the shape and position of the nose for the first 7-10 days until it is healed. Nose and face swelling is individual, depending on the severity of the surgery itself and the response of the patient's tissue. A return to daily activities is possible after approximately two weeks, depending on the individual situation. Strenuous physical activity should be avoided over the next two months. It is important to understand that the recovery process after rhinoplasty takes from six months to a year, until the nose reaches its final appearance. The final judgment on the appearance and function of the nose is made by the patient and the surgeon only after five years of patient monitoring, which is particularly the case in the West (10). Bleeding after the removal of the tampon is the most commonly observed complication; it is usually weak and stops after a few minutes. In some cases, the tampon is replaced until the next day. Sweating is not a common complication. The nose has very good blood supply, which provides a strong immune defence against pathogens, and today’s medical institutions also follow stringent protocols regarding sterilization and instrument handling. Unsatisfactory aesthetic effect of the surgery is considered to be one of the late-stage complications of rhinoplasty (11). In some cases, the result of the surgery differs from what the patient expected, and this usually occurs when the desired look does not match the result achieved. To prevent this, realistically expected results are discussed prior to surgery, as well as after surgery. When images before and after the surgery are compared to help patients see the improvement in their appearance, most patients are satisfied.

Repetitive rhinoplasty, also known as secondary rhinoplasty (12), is rhinoplasty performed to correct inadequate results of the previous rhinoplasty. There are two reasons for performing secondary rhinoplasty. Patients often seek secondary rhinoplasty to correct a cosmetic nasal deformity. Nose fracture may not have been sufficiently reduced or was done too low (13). The overprojected nose may not be adequately resolved, or it may have been overly resolved. It may look squashed; it may look like a bell pepper or like a boxer’s nose. There are
many ways in which the results of the previous rhinoplasty can be aesthetically unattractive to the patient. Another reason is the functionality. In the first case, rhinoplasty may be done to alleviate breathing difficulties, and the result may be unsatisfactory. In the second case, the first rhinoplasty may be performed for cosmetic reasons, but may also endanger the normal physiological mechanism that involves inhaling or exhaling, making it difficult to breathe. Secondary rhinoplasty is technically challenging and numerous procedures have to be done by open rhinoplasty.

In conclusion, advancements in rhinoplasty techniques, e.g. stabilizing the cartilage graft and open access, now provide satisfactory results in secondary rhinoplasty that had not been possible in the past (14).
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Abstract

Optical coherence tomography angiography (OCT-A) is a new non-invasive technology for imaging of retinal and choroidal vasculature of the macular area with resolution comparable to histological sections. OCT-A does not require usage of intravenous dye, contrary to fluorescein angiography, the current gold standard for imaging of retinal vessels, and indocyanine-green angiography, which is important for imaging of choroidal vessels. With the advancements in optical coherence tomography (OCT) scanning speeds and creation of powerful algorithms for improvement of image quality in recent years, OCT-A imaging of macular vasculature, superficial, deep and avascular retinal complex, as well as choriocapillaris and deep choroid has become available in everyday clinical practice. This review covers aspects important for understanding choroidal and retinal blood supply, as well as the development, mechanisms and clinical application of OCT and OCT-A technology.

Keywords: angiography, optical coherence tomography, vasculogenesis, angiogenesis, fovea centralis
Introduction

Optical coherence tomography angiography (OCT-A) is a novel non-invasive technology for detailed imaging of retinal and choroidal vasculature of the macular area. It utilizes laser light reflectance off moving erythrocytes, generating information about volumetric blood flow in all retinal layers and the choroid (1). The resolution of OCT-A is comparable to the resolution of histological sections (2). Unlike fluorescein angiography (FA) or indocyanine-green angiography (ICG), OCT-A does not require the use of dye (1).

Dye-based angiography has been the gold standard for imaging macular and choroidal vasculature for decades. Because of the risk of adverse reactions, particularly vomiting, nausea, allergic reaction and anaphylaxis, coupled with the time-consuming nature of the examination (10 to 30 minutes), dye-based angiography is not frequently used for monitoring the course of retinal vascular diseases. While FA can only delineate superficial retinal vasculature, ICG imaging is restricted to visualization of the choroidal circulation. Moreover, FA is not capable of imaging the radial peripapillary capillary network (RPC), which is very important for monitoring of glaucoma (3).

FA is still the gold standard for detecting choroidal (CNV), retinal (NVE, neovascularization elsewhere), disc (NVD), neovascularization of the disc) and irideal (NVI, neovascularization of the iris) neovascularization (4).

Optical coherence tomography angiography- creating an image

Optical coherence tomography

Optical coherence tomography (OCT) is a diagnostic technique that enables in vivo cross-sectional visualization of the tissue in focus. It is currently used for imaging in cardiology, ophthalmology, oncology and dermatology (5). In ophthalmology, it was first introduced in 1991 by Huang et al. (6). OCT uses interferometry to measure the amplitude and delay of reflected or backscattered near-infrared light from ocular structures. The depth of structure measured in this fashion is known as axial scan (A-scan). By sequential arranging of multiple A-scans in the transverse direction, a B-scan or cross-sectional image is generated (7).

OCT is based on two techniques: time-domain (TD-OCT), introduced in 1996 (8), and frequency-domain (FD-OCT), devised as spectral-domain (SD-OCT) and swept-source (SS-OCT). The importance of the advent of FD-OCT technology is the acceleration of slow scan so that artefacts caused by motion in earlier TD-OCT devices are no longer an impediment for better imaging of small vessels (9).

Doppler OCT (DOCT) was first introduced concurrently by Izatt et al. (10) and Chen et al. (11) in 1997. DOCT provides quantitative volumetric information about blood flow, together with vascular and structural anatomy. However, it is limited to larger vessels (12). In clinical practice, DOCT is not widely used (12, 13).

Optical coherence tomography angiography (OCT-A)

OCT-A is a three-dimensional functional extension of OCT which uses repeated B-scans of the same retinal location to detect blood flow. In 2012, OCT-A was introduced as a method for imaging the retinal microvasculature (14). OCT-A signals are primarily used to detect the presence or absence of vessels, rather than to provide information about blood flow speed, enabling three-dimensional en face imaging (15). If retinal location is stationary (i.e. if there is no blood flow), the repeated B-scans will be identical. However, if the tissue’s optical scattering is time-dependent because of the blood flow through the region, the repeated B-scans will vary. The most important vascular component that can induce backscattering of light is red blood cells. Areas of faster blood flow will show greater change over a unit of time. The exact relationship of this change in regard to flow speed depends on many parameters, such as OCT beam size and blood vessel size, and is not necessarily linear (16).
By using different algorithms, OCT-A can monitor flow even in transverse motion, while the other form of monitoring the motion of RBCs, Doppler shift (used in DOCT), can monitor flow only in axial motion. This enables OCT-A to monitor flow in microvasculature, while DOCT can monitor flow only in larger vessels (17). Optical resolution of commercially available OCT-A systems ranges between 5-10 μm in the axial, and averages ~20 μm in the transverse direction (16). Smaller resolution improves the differentiation of retinal vasculature but increases sensitivity to eye motion. If the signal is below a threshold, a mask is generated. Errors in imaging caused by bulk tissue motion are reduced by using different eye tracking modalities (15). OCT-A quantification of blood flow, namely flow index and vessel density, has great clinical importance. Flow index is the average flow signal in the area of interest. Vascular density is the percentage of the area occupied by vessels (18).

Image artefact is an anomaly in the visual presentation of information derived from an object. Projection artefact, one of the most important types of artefacts, represents the appearance of the object at a deeper location than where it exists in reality due to disturbance of the signal. Shadowing is the attenuation of a signal behind a scattering opacity or obstruction that absorbs the signal. Displacement artefact is caused by eye motion where one part of the image is from one retinal location, while the remaining part of the image is from a different retinal location. Stretch artefact is related to software correction of eye motion in which part of the image appears to be stretched. White line artefact is a white line seen due to eye movement (19).

One of the most important limitations of OCT-A is a fixed area of the central field of view measuring 3 × 3, 6 × 6 and 12 × 12 mm. Visualization of the peripheral retina is thus not possible (19). OCT-A can detect blood flow above the minimum threshold only. Areas with flow under the threshold remain invisible (20, 21). For example, in case of branch retinal vascular occlusion, slow-flow areas may be perceived as areas of non-perfusion (21). Moreover, OCT-A is incapable of accurately determining vascular leakage, which is especially important in neovascular age-related macular degeneration (nAMD), diabetic macular oedema, and retinal vein occlusion (22). Because of the need for steady fixation, it is difficult to obtain images of children’s retina.

**Clinical use of OCT-A**

In OCT-A, vascular abnormalities manifest as abnormal vessel density (dry age-related macular degeneration, AMD), anomalous vessel geometry (dilated vessels, aneurysms in diabetic retinopathy, DR), abnormal flow (CNV) and absent flow (nonperfusion/capillary dropout in retinal artery or vein occlusion). Therefore, OCT-A is currently extensively useful for patients with variable retinal diseases (15). OCT-A concurrently obtains images of both retinal and choroidal macular vasculature divided into different layers based on their depth. Moreover, OCT-A enables the imaging of RPC, originating from choroidal vessels, which is particularly vulnerable to glaucoma and retinal vascular occlusion (23). Retinal capillary plexuses are divided into (a) superficial vascular plexus (SVP), located in the retinal nerve fibre layer (RNFL) and ganglion cell layer (GCL), and (b) deep vascular plexus (DVP) that extends down to the inner nuclear layer (24). DVP is subdivided into intermediate (ICP) and deep capillary plexus (DCP) (25). Additionally, OCT-A is the only method capable of visualizing CC separately from the deeper choroid (15).

**Foveal avascular zone (FAZ)**

The capability of OCT-A to image capillaries with high resolution has enabled researchers to study the foveolar avascular zone (FAZ) in greater detail than it had been possible in the past with FA. On an OCT-A scan, FAZ is presented as a discoid zone within the macula that is devoid of capillaries (Figure 1).
FAZ borders are manually drawn on a certain capillary plexus level. Parameters defining FAZ are divided into two groups. Area (in mm²), perimeter (length of the FAZ borders, in mm) and Feret’s diameter (maximum diameter of FAZ, in mm) assess the size, while circularity, axial ratio, roundness and solidity represent the shape of FAZ. FAZ circularity is the degree of resemblance to a perfect circle \((4\pi \times \text{area}/\text{perimeter})^2\). Axial ratio is obtained from a best-fit ellipse of the FAZ (length of major axis/length of minor axis of a best-fit ellipse). Roundness uses the best-fit ellipse and is similar to circularity, but is insensitive to irregular borders along the perimeter of the FAZ \((4\pi \times \text{area}/(\text{length of major axis})^2\). Solidity describes the extent to which a shape is convex or concave (area/convex area). These parameters are calculated using computer software (26). Most studies that investigated FAZ parameters in healthy individuals reported a larger deep area compared to the superficial area of FAZ (27, 28, 29, 30). Superficial and deep FAZ area are larger in females (26, 31, 32), and this is possibly related to thinner fovea (32). The FAZ area and foveal thickness at both the SVP and DVP levels exhibited significant inverse correlation (26, 29, 30). This could be explained by an association between higher metabolic demand of a thicker retina and a reduction of the FAZ area (30).

Previous studies using FA observed an increase in the FAZ size with advancing age. However, FA as a diagnostic method is limited when it comes to SVP imaging and should not be correlated with OCT-A (32, 33). The studies that examined changes that occur in FAZ with aging are inconclusive. Some studies reported significant (34, 35), while others observed insignificant changes in the FAZ area with aging (27, 28, 29, 36). Yu et al. found an increase in the FAZ size by 1.48% annually, with a decrease in vascular density by 0.4% (35). In studies using FA, it was proposed that in patients aged 40 or older, age was positively correlated with the FAZ area (32); however, studies using OCT-A did not support this conclusion (36). Coscas et al. divided their participants by age into three groups: 20–39 years old, 40–59 years old, and 60 years old or older (37). The FAZ size was smaller in the...
oldest group compared to the two younger groups at the level of SVP. No statistically significant difference was found for the level of DVP among the groups (37).

A single study evaluated the FAZ shape in healthy eyes and demonstrated that none of these parameters was significantly correlated with age, sex and refractive error (26). There are no homogenous studies about FAZ parameters in children (Figure 2).

Figure 2. OCT-A image of the right eye of a healthy 4-year-old female patient. (A) Photography of the macula. (B) Foveal anatomy. (C) Foveal layers with depicted red blood cells (yellow). (D) Red blood cells (yellow) in the foveal area. Clear distinction is visible between (E) SVP, (F) DVP and (G) avascular complex of the retina. Images obtained from Spectralis® OCT (Heidelberg Engineering, Heidelberg, Germany). OCT-A-optical coherence angiography, OCT-optical coherence tomography, SVP-superficial vascular plexus, DVP-deep vascular plexus.

Choroidal neovascularization (CNV)

The advent of OCT has enabled new classification of CNV: type 1 (beneath the RPE), which is the most common type, type 2 (above the RPE) (Figure 3) and type 3 (intra-retinal).
Figure 3. OCT-A image of the right eye of a 71-year-old male patient with type 2 CNV. (A) Photography of the macula with oedema of the papillomacular area. (B) Foveal anatomy. (C) Foveal layers with depicted red blood cells (yellow). (D) Red blood cells (yellow) in the foveal area. OCT images demonstrate mild oedema of retinal layers and Bruch’s membrane rupture with NV emerging from the choroid. (E) SVP devoid of vessels in the area of the pathologic process. (F) DVP with NV. (G) NV emerging from the choroid. Images obtained from Spectralis® OCT (Heidelberg Engineering, Heidelberg, Germany). OCT-A-optical coherence angiography, CNV-choroidal neovascularization, OCT-optical coherence tomography, SVP-superficial vascular plexus, DVP-deep vascular plexus, NV-neovascularization

Type 1 is the most common type of CNV in AMD. FA is incapable of determining whether CNV is above or beneath the RPE and thus of defining the type of CNV or of detecting a polyp in polypoidal choroidal vasculopathy, a subtype of type 1 CNV. CNV therefore requires multimodal imaging (OCT, FA, ICG) (38). OCT-A can vastly improve the definition of exact CNV dimensions compared to FA (39, 40, 41, 42). This is of high importance as larger CNVs have poorer visual outcome (39).

OCT-A introduced new biomarkers for predicting disease activity and duration. Greater vessel calibres are fairly unresponsive to treatment due to excessive covering with pericytes (39). Encouraged by these insights, the greatest vascular calibre (GVC) was proposed as the marker of long-standing disease. The GVC could reveal the duration of CNV, which is important due to excessive damage caused by long-standing type 1 CNV, which remains asymptomatic longer than type 2 (39). More mature vessels are found in type 1 CNV compared to type 2 (43). As a biomarker for active CNV, tiny branching vessels (TBV) can be used due to their presence in 82% of active lesions and only 30% of quiescent ones (44). The peripheral arcade is also present in 82% of active lesions compared to 40% of quiescent ones (44, 45). TBVs are important because they are more vulnerable to treatment due to their lack of pericytes compared to prominent vessels. In addition, pericytes appear later than angiogenesis, which means that TBVs could be related to the exudative status of the lesion; they could enable prompt treatment in order to preserve the macular architecture and thus, visual acuity (45). In light of these findings, it seems reasonable to include OCT-A imaging in the monitoring of all patients with CNV (45).

Nonexudative (subclinical) CNV was first described in post-mortem eyes by Green et al.
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(46) and Sarks et al. (47) as abnormal choroidal vessels passing through breaks in Bruch's membrane in the absence of overlying haemorrhage or exudation. These lesions, which presented as plaques on ICG (48), can now be diagnosed more accurately using OCT-A (49). Compared with ICGA, the sensitivity and specificity of OCT-A in detecting subclinical CNV was reported as 81.8% and 100%, respectively (50). It would be beneficial to determine the presence of subclinical CNV in fellow eyes of patients with unilateral exudative AMD, which ranges from 6.25% to 27%, respectively (49). The progression rate of subclinical CNV to exudative form is 20% and the existence of a possible protective effect of subclinical CNV against geographic atrophy progression has been suggested (51). Reduction in CC flow adjacent to CNV could be a marker of imminent exudation in subclinical CNV, as new evidence demonstrates (49, 51). Exudation may be triggered by the underlying progression of CC nonperfusion. Hypoxia of the retinal pigment epithelium causes the release of abnormal vascular endothelial growth factor (VEGF) signalling with growth and eventual exudations of a CNV (49).

**Glaucoma**

Pathophysiology of glaucoma and the onset of changes in macular vasculature are yet to be elucidated. Recent studies have suggested that macular vascular changes in glaucoma may be related to mechanisms other than intraocular pressure (IOP) (52, 53). In early glaucoma, OCT-A revealed focal loss of RPC (54) and decreased parfoveal vascular density (52). In eyes with central visual field defects, FAZ perimeter could be used as a biomarker for detecting glaucoma (55). In a recent study, eyes with open-angle glaucoma demonstrating central visual field defects (CVFDs) confined to a single hemifield exhibited a larger FAZ area and a less circular FAZ than those with peripheral visual field defects (55). Loss of FAZ circularity and increased size of the FAZ area were significantly correlated with the presence and severity of CVFD at initial presentation (55).

Parafoveal and peripapillary vascular density decrease in primary open-angle glaucoma compared to normal tension glaucoma (52, 53) is inconsistent with the earlier described mechanism of normal tension glaucoma development through its association with vascular compromise as a contrast to primary open-angle glaucoma, where the pathophysiology is mostly correlated with intraocular pressure (56). It is unclear whether vascular density changes in glaucoma antedate ganglion cell loss or are a direct result of loss of neural tissue and thus a marker for both primary open-angle glaucoma and normal tension glaucoma (53).

**Diabetic retinopathy**

Optical coherence tomography angiography offers a non-invasive alternative in the investigation of diabetic retinopathy. FAZ has been one of the most extensively investigated areas in diabetic retinopathy (57). In eyes with diabetic retinopathy, the circularity and axial ratio of the FAZ are significantly different from normal eyes. These metrics could be predictors of disease progression and response to therapy (58). However, even without retinopathy, OCT-A demonstrated significantly enlarged FAZ areas compared to controls – in both the SCP and DCP (57).

In eyes with diabetic retinopathy, OCT-A can identify microaneurysms (MA), microvascular abnormalities associated with diabetic macular oedema (DMO), and areas of capillary nonperfusion associated with neovascularization, allowing enhanced analysis compared to FA in that their intraretinal location beyond SVP can be identified (59). However, the sensitivity for MA detection and small field of view are currently the major limitations of OCT-A technology (57). A lower number of MA visible on OCT-A as compared to FA may be due to slower flow speeds in MA that are beyond the OCT-A detection threshold (60) or due to focal staining of vessel walls allowing superior identification by FA (61).

In eyes with proliferative diabetic retinopathy, OCT-A can visualize preretinal
neovascularization. Compared to FA, OCT-A has demonstrated moderate agreement for grading of diabetic macular ischemia (59).

By enabling three-dimensional visualization of the individual retinal vascular networks, OCT-A is enhancing our understanding of the role of deeper vasculature in the pathogenesis of diabetic retinopathy and maculopathy. OCT-A can differentiate between different subgroups of diabetic retinopathy severity by measuring perfusion indices in eyes with DR and branching complexity of vessels (57). The decrease in vascular density with the progression of the disease has already been established (62, 63). Reduction of vascular density in DVP occurs earlier in the course of the disease and this finding gives rise to possible new studies concerning vascular density in DVP as a marker of disease severity in earlier stages of diabetic retinopathy (60). FAZ enlargement and reduction of parafoveal deep and superficial vascular density can be beneficial as a marker of increased disease severity in diabetic retinopathy (60).

Central serous chorioretinopathy

Diagnosing CNV as a complication of chronic central serous chorioretinopathy (CSCR) using FA is difficult due to the confusing signs of the primary disease, such as choroidal hyperpermeability, retinal pigment epithelium leakage, or atrophy and cystic macular oedema (64). OCT-A has the advantage of identifying only the flow, without the exudative component, and it allows for depth-correlated visualization of flow with separation of the signal generated from the pathologic area between RPE and the Bruch membrane from the CC. These advantages of OCT-A are more prominent for type 1 CNV (65). CNV locations correspond to slightly irregular and hyperreflective RPE areas (66), which is consistent with earlier observations (67).

With OCT-A, a higher detection rate of CNV (mainly type 1) in chronic CSCR is achieved compared to ICG and FA (65). Thus, in case of CSCR, using OCT-A B-scan and en-face mode is always recommended in order to define the area of flat irregular pigment epithelial detachment, which is claimed to be imperative for the CNV diagnosis (65).

Ocular oncology

A significant enlargement of the deep FAZ and a decrease in the superficial and deep vascular density in eyes with choroidal melanoma were observed compared to healthy eyes (68). These changes are correlated with larger tumour size and presence of subretinal fluid, which could elucidate the pathogenesis of vision loss in patients with melanoma (68). One possible mechanism behind these changes is VEGF-induced microvascular compromise preceding macular oedema (68). These features are absent in eyes with choroidal nevi, giving rise to easier differentiation of small melanoma from choroidal nevi (68).

Early vascular changes in radiation retinopathy that can be detected by OCT-A as irregular widening of FAZ, discontinuity of retinal vasculature and retinal MA have been used as a part of a new grading scheme and treatment decisions for radiation retinopathy (69).

Conclusion

OCT-A is an important new non-invasive tool for imaging of the chorioretinal vasculature. It has provided new insights into the pathogenesis of multiple retinal and choroidal diseases, but its full contribution is yet to come. Regarding the paediatric population, the normal values have to be defined first in order for us to accurately elucidate the pathology.
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Abstract

Iron deficiency anemia is the most common type of anemia in the world, the most common form of malnutrition deficit with a prevalence of 50% affecting the developed countries as well as developing countries with a strong influence on social and economic development. According to current guidelines of the American Diabetes Association (2019,) glycated hemoglobin (HbA1c) is a reflection of the patient’s glycemic status in the last three months and is used for monitoring of therapeutic effect as well as for diagnostic purposes. Previous studies have proven that not only iron deficiency anemia but also a range of other clinical conditions can affect the level of HbA1c independent of glycemic status. The exact mechanism of the effect of iron deficiency on glycated hemoglobin levels remains unknown and is still at the hypothesis level. Studies have proven that treatment of iron deficiency anemia leads to better control of HbA1c level, regardless of whether the patient is diabetic or not. A small number of studies have noted a correlation between iron deficiency and levels of glycated hemoglobin, thus further research on larger number of patients is certainly necessary in order to improve the therapeutic possibilities for patients with diabetes, more accurately diagnose and understand the pathophysiology of formation and influence on glycated hemoglobin levels.

(Vučić D, Veselski K, Bosnić Z. Effect Of Iron Deficiency Anemia And Other Clinical Conditions On Hemoglobin A1c Levels. SEEMEDJ 2019; 3(2); 76-81)
Introduction

Iron deficiency anemia in today’s modern world is the most common form of malnutrition and the most common form of anemia. Globally, iron deficiency is the cause of 50% of all anemias (1). Hemoglobin A1c (HbA1c) is a glycated hemoglobin, which is used to monitor average value of glycemic index of the patient in the last 3 months (2). HbA1c is produced by glycation of the terminal amino acid valine at the β chain of hemoglobin and, unlike other markers for monitoring glycemic status, is less susceptible to daily fluctuations depending on diet, physical activity or disease (3). According to the latest guidelines of the American Diabetes Association (2019), the level of HbA1c ≥ 6.5% is the criteria for the diagnosis of diabetes (3). Various other factors can also affect glycated hemoglobin levels such as hemolytic anemia (4), hemoglobinopathies (5), acute blood loss (6), pregnancy (7) and uremia in chronic renal failure (8). What can be concluded is that the level of hemoglobin A1c is not only related to diabetes and glycemic index, but that different factors can affect the level of the same (Table 1).

Table 1. Diseases and clinical conditions affecting hemoglobin A1c level

<table>
<thead>
<tr>
<th>HbA1c≥6.5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes Mellitus</td>
</tr>
<tr>
<td>Chronic renal failure</td>
</tr>
<tr>
<td>Uremia</td>
</tr>
<tr>
<td>Iron deficiency anemia</td>
</tr>
<tr>
<td>Hemoglobinopathies</td>
</tr>
<tr>
<td>Hemolytic anemia</td>
</tr>
<tr>
<td>Acute blood loss</td>
</tr>
<tr>
<td>Pregnancy</td>
</tr>
</tbody>
</table>

Note: Summarized findings from studies to date on the most common diseases and clinical conditions that affect the value of HbA1c levels.

Therefore, it is of the utmost importance to identify comorbidities that may affect the level of glycated hemoglobin before its level is taken into account for diagnostic and therapeutic purposes. New studies have provided data on alternative glycemic markers that are not as susceptible to these comorbidities and that can be used to monitor glycemic status in particular patient populations, but their application has not yet become widely used.

From past to present

Previous studies which examined the correlation of sideropenic anemia and HbA1c levels (depending or independent of the patient’s glycemic status) have shown conflicting results. Books and colleagues examined HbA1c values in 35 patients with iron deficiency anemia without proven diabetes, and found significantly elevated levels of HbA1c in patients with iron deficiency anemia and normalization of values after iron substitution therapy (9). Similar results were obtained in the studies of Sluiter et al. (10) and Mitchell et al. (11) who attempted to explain the correlation of HbA1c and sideropenic anemia by alternation of hemoglobin structure and HbA1c levels in old and newly synthesized erythrocytes. According to the conclusion of Sluiter et al., hemoglobin glycation is an irreversible process that is present in accordance with the erythrocyte lifetime.

A prospective study from 2010, on a small sample of patients with proven diabetes mellitus and chronic renal failure (stage IIIB-IV), examined the effect of intravenous iron supplementation and erythropoietin stimulating agents (ESA) on HbA1c values. Both therapeutic choices led to a statistically significant decrease in HbA1c (12). Similar results were obtained in patients with diabetes without developed renal insufficiency (13-16).

CLEVER was the first study to test the hypothesis that intravenous administration of iron carboximaltosis leads to a reduction in HbA1c levels in patients with type 2 diabetes and sideropenic anemia, thereby improving metabolic status and quality of life. Organized as a randomized, single-blind study, it was conducted on subjects divided into two groups; study group (treated with iron carboximaltosis) and control group (treated with placebo). The
findings show that iron deficiency is associated with an increased risk of developing insulin resistance and obesity, and iron excess with the development of diabetes (the effect of pancreatic beta-cell stimulation on enhanced insulin secretion) (17).

A 2016 cross-sectional study conducted on 150 patients (75 patients with iron deficiency anemia and 75 patients without anemia) examined HbA1c values relative to the degree of sideropenic anemia. Anemia severity was defined as mild anemia (Hb 120-129 g/L for men and 110-119 g/L for women), moderate anemia (Hb 90-119 g/L for men and 80-109 g/L for women) and severe anemia (Hb <90 g/L for men and <80 g/L for women). An elevated HbA1c was found in the patient with anemia in proportion to the degree of iron deficiency. Upon completion of the study, an increased HbA1c value was observed in a group of patients with iron deficiency anemia that correlated with the severity of the anemia (18). Similar results have been reported in other studies (19-20).

Increased glucose during pregnancy is now a well-known risk factor for the development of perinatal complications of mother and child, so strict control of the glycemic index during pregnancy is of particular importance. Pregnant women with known gestational diabetes have a significantly higher risk of developing type 2 diabetes at the end of pregnancy than pregnant women with normal glucose levels during pregnancy (21). Studies have shown that hemoglobin A1c during pregnancy (the gold standard of glycemic control) is not a true reflection of the glycemic status due to frequent iron deficiency anemia (22-23). Studies also noted that glycated albumin (GA) values were well maintained throughout pregnancy, suggesting that elevated glycated hemoglobin during gestation could be independent of glycemic index and that glycated serum albumin presents more accurate factor for glycemic control in pregnancy.

Furthermore, some studies found no correlation between Hba1c values in patients with iron deficiency anemia and control group (24-25), other studies have reported lower values of HbA1c in diabetic patients with sideropenic anemia compared to diabetics without anemia (26), while other studies found elevated HbA1c values upon completion of substitution therapy in patients with iron deficiency anemia (unknown variables) (27).

Disclosure

In conclusion, HbA1c is widely used today as a diagnostic tool for diabetes and a means of controlling the patient’s glycemic status. Different clinical conditions and diseases may affect the erythropoiesis process with an impact on HbA1c levels. Numerous clinical studies, mostly based on a small number of patients, have confirmed that in the presence of iron deficiency anemia, HbA1c levels are elevated even in non-diabetic patients with normal glycemic status (Table 2).
Table 2. Results of studies examining the association between hemoglobin A1c and sideropenic anemia

<table>
<thead>
<tr>
<th>Author and year of the study</th>
<th>No. of subjects</th>
<th>Iron deficiency anemia</th>
<th>Diabetes mellitus</th>
<th>Serum iron (μmol/L) / Ferritin (ng/ml)</th>
<th>Hemoglobin (g/L)</th>
<th>HbA1c % (examined group)</th>
<th>HbA1c % (control group)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shanti et al. 2013.</td>
<td>50</td>
<td>yes</td>
<td>no</td>
<td>no data / 3.68</td>
<td>106±14</td>
<td>7.8±0.5</td>
<td>5.5±0.8</td>
</tr>
<tr>
<td>Alap L. Christy et al. 2014.*</td>
<td>120</td>
<td>yes</td>
<td>yes</td>
<td>no data / 11.41</td>
<td>95.4 (male) / 93.7 (female)</td>
<td>6.87±1.4</td>
<td>5.65±0.69</td>
</tr>
<tr>
<td>Bhardway et al. 2016.</td>
<td>50</td>
<td>yes</td>
<td>no</td>
<td>2.7 / 7.51</td>
<td>61.8</td>
<td>6.60±0.1</td>
<td>5.48±0.56</td>
</tr>
<tr>
<td>Rajagopal et al. 2016.</td>
<td>75</td>
<td>yes</td>
<td>no</td>
<td>2.12 / 120.9</td>
<td>114.6</td>
<td>6.84±0.07</td>
<td>5.12±0.04</td>
</tr>
<tr>
<td>Sinha et al. 2011.</td>
<td>50</td>
<td>yes</td>
<td>no</td>
<td>no data / 7.0</td>
<td>62</td>
<td>4.6±0.6</td>
<td>5.5±0.6</td>
</tr>
<tr>
<td>Solomon et al. 2019.*</td>
<td>174</td>
<td>yes</td>
<td>yes</td>
<td>no data / no data</td>
<td>99.7</td>
<td>6.18±157</td>
<td>7.74±1.81</td>
</tr>
</tbody>
</table>

* control group: diabetic patients without iron deficiency anemia
All numeric data expressed as mean values

The expected elevated values of glycated hemoglobin in patients with diabetes are well correlated with diabetes control, therefore, in patients with controlled blood glucose levels, HbA1c is expected to be less than 6.5% (3). The initial belief that the level of glycated hemoglobin is proportional exclusively to glycemic status, has been rejected. The mechanism by which iron deficiency anemia affects the level of HbA1c remains unknown, largely based on hypotheses. From the foregoing, it is suggested that the iron status of the patient be taken into account before interpretation of the HbA1c value, with or without proven diabetes. Early diagnosis and treatment of iron deficiency anemia in patients with diabetes may improve glycemic control and delay the onset of complications (28). As there is not enough studies on a large sample from this still-unexplained pathophysiological mechanism, further research is needed in the future to elucidate the correlation of hemoglobin glycation and iron deficiency.

Precisely because the limitations of hemoglobin A1c are known today, there is great interest in the use of alternative glycemic markers. Among the alternative markers that can be used as a complement to hemoglobin A1c is glycated albumin. As the level of glycated hemoglobin is dependent on red blood cell turnover, albumins have a shorter half-life, therefore indicating a glycemic index of the last 2-3 weeks. Postprandial glucose values are also better in states with marked disease progression, such as in type 1 fulminant diabetes mellitus. Restrictions on the use of GA are pathological conditions related to blood albumin levels such as nephrotic syndrome, liver disease, obesity, glucocorticoid administration, Cushing’s syndrome and hyperthyroidism. Regardless of the known, routine administration of glycated hemoglobin has not yet taken root in clinical practice, which will require long-term prospective studies (29-31).
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